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Here we show that coupling to curvature has profound effects on collective motion in active
systems, leading to patterns not observed in flat space. Biological examples of such active motion
in curved environments are numerous: curvature and tissue folding are crucial during gastrulation
[1], epithelial and endothelial cells move on constantly growing, curved crypts and vili in the gut [2],
and the mammalian corneal epithelium grows in a steady-state vortex pattern [3]. On the physics
side, droplets coated with actively driven microtubule bundles show active nematic patterns [4].
We study a model of self-propelled particles with polar alignment on a sphere. Hallmarks of these
motion patterns are a polar vortex and a circulating band arising due to the incompatibility between
spherical topology and uniform motion - a consequence of the “hairy ball” theorem. We present
analytical results showing that frustration due to curvature leads to stable elastic distortions storing
energy in the band.

Active systems have recently attracted a flurry of inter-
est [5, 6]. Each particle is equipped with its own source
of energy that enables motility. The system is charac-
terized by a constant input of energy at the individual
particle level, rendering it out of equilibrium. The local
energy input, many-body effects and dissipation result
in a variety of motion patterns. Examples span multiple
length scales ranging from the microscale, e.g., bacterial
colonies [7], migration of tissue cells [8] and motion of
the cytoskeleton [9] to the macroscales, e.g., fish schools
[10], bird flocks [11], migrating mammals [12]. Important
examples on the non-living side include active nematic
fluids [13, 14], active colloidal swimmers [15], vibrating
granular disks [16] and traffic [17].

Being far from equilibrium limits the statistical me-
chanics description of active systems. Instead, one resorts
either to hydrodynamic models [6] or to simulations [5].
A lot of insight was gained by studying toy systems begin-
ning with Vicsek et al. [18], who constructed a model of
constant velocity self-propelled particles (SPP) that nois-
ily align with their neighbours. Soon after, a hydrody-
namic description was constructed using symmetry argu-
ments [19] and later derived microscopically [20]. A silent
point in the Vicsek model is that particles are point-like
and align instantaneously. The model can be extended
to include excluded volume, but its effects remain poorly
understood, especially at high densities [21–25]. It is,
however, known that models with volume exclusion can
form stable vortex states in two- and three-dimensional
flat space [26, 27]. Geometry can play a profound role
in many systems. A prominent examples is the structure
of the ground states of crystals on curved surfaces [28].
Curvature effects are not only limited to static proper-
ties, but are also expected to affect the dynamics. It is
intuitively clear that it is not possible to have a uniform-
velocity fluid flow of a sphere, and a similar argument
applies to active systems in curved geometries: A flock

FIG. 1. Two possible vector field configurations around a +1
topological defect on a sphere: a. source and b. whirlpool
vortex. c. Motion pattern of active particles on a sphere.
Coloured arrows indicate velocity vectors, vi, with the colour
proportional to |vi|. Gray arrows represent particles’ direc-
tion vectors, ni. For low activity vi and ni are not necessarily
aligned. Note that only the whirlpool, b is consistent with
polar active motion on the sphere.

on a sphere cannot take a conformation with all particles
travelling at the same speed.

All SPP models to date have assumed a flat geometry.
In this letter we examine self-propelled particles confined
to move on a sphere subject to a realistic alignment rule
and white noise. We draw inspiration from recent ex-
periments of Sanchez, et al. [4]. Our goal here is not
to describe those experiments, which requires considera-
tion of hydrodynamic effects, but to construct a minimal
model, which provides clear insight into the interplay be-
tween activity and geometry.

Our system consists of N spherical particles of radius σ
confined to the surface of a sphere of radius R (Fig. 2a).
Particle velocity, vi, and direction, ni, are constrained
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to the tangent plane at every point. In the overdamped
limit, the equations of motion are (see SI)

ṙi = PT

(
ri, v0ni + µ

∑
j
Fij

)
(1)

ṅi =
[
PN

(
ri,−J

∑
j
ni × nj

)
+ ξi

]
(r̂× ni) , (2)

where v0 is the self-propulsion velocity pointing along ni.
The interaction force Fij is modelled as a short-range

repulsion, Fij = −k (2σ − rij) ri−rj
rij

for rij < 2σ and

Fij = 0 otherwise, with k being the elastic constant. rij
is the Euclidean distance computed in R3 and µ is mobil-
ity. Alignment follows XY-model dynamics with coupling
constant J > 0 and the sum is carried over all neighbours
within a 2.4σ cutoff radius, i.e. the first shell of neigh-
bours. PT (ri,a) = a−(r̂i · a) r̂i and PN (ri,a) = (r̂i · a)
are, respectively, projection operators of vector a onto
the tangent plane and the normal vector at ri. Particle
orientation is subject to delta-correlated noise ξi acting
in the tangent plane with strength νr. An important fea-
ture of our model is the separate dynamics of ni and vi
[8]. In the absence of interactions, ni and vi will even-
tually align. The interparticle forces, however, allow for
permanent deviations of vi from ni, a key mode for active
elastic energy storage [21]. The coupling constant J sets
an alignment time scale, τal ≈ 1/J . Similarly, the colli-
sion time scale is set by k as τcol ≈ 1/µk∆, where ∆ is
the maximum overlap with respect to σ. In the following,
length is measured in units of σ, energy in units of kσ2,
time in units of τ = 1/µk, velocity in units of σ/τ ≡ µkσ,
and νr in units of τ−1. Finally, equations (1) and (2) are
integrated numerically (see Materials and Methods).

Fig. 3 shows snapshots of typical motion patterns for
v0 = 0.03σ/τ , 0.1σ/τ and 1.0σ/τ . We focus on the low
noise (ν = 0.002τ−1) and large packing fraction (φ = 1)
regime. For low v0 one observes a polar vortex pattern
(Fig. 3a). In this state, spherical symmetry is sponta-
neously broken and two vortices form at opposite poles
(see Fig. 1b). The entire flock rotates around the axis
passing through those poles. This circulating band has
neither sources nor sinks, as required for a particle con-
serving fluid, so only the pattern in Fig. 1b is permitted.
Linear velocity within the flock is not uniform, gradually
decreasing from v0 at the equator to zero towards the
poles. In general, ni is not aligned with vi and forms
separate vortices (grey arrows in Fig. 1c). The motion
is heavily frustrated with short-lived localized velocity
spikes and rearrangements (longer arrows in Fig. 1c)
leading to substantial mixing as can be seen in indi-
vidual particle trajectories (Fig. 3d). As v0 increases,
the system develops “bald” spots at the poles. Parti-
cles are compressed towards the equator and the flock
takes the configuration of a spherical belt. ni and vi
are more closely aligned and there are fewer jumps in ve-
locity. Finally, as v0 is increased to 1.0σ/τ , the flock is
squeezed further towards the equator. The velocity dis-

FIG. 2. a. Schematic representation of the system. Particles
are modelled as spheres of radius σ confined to move on the
surface of a sphere of radiusR. Particles’ centres are described
by radius vectors ri and each particle is endowed with a unit-
length direction vector ni, which can point in an arbitrary
direction but is confined to the tangent plane at ri. The
velocity vector vi is in general not parallel to its direction,
but is also confined to the tangent plane; then the torque τ i
exerted on each particle points along the normal vector at ri.
The Euclidean distance rij between particles is computed in
the embedding R3 space. b. Particles interact via a short-
range soft potential, which is finite for any value of rij . c.
Particle alignment is assumed to follow the XY model with
ferromagnetic coupling constant J .

tribution within the flock is nearly uniform and ni and vi
are almost aligned. Particle trajectories are very regular
(Fig. 3f).

Local reductions of velocity due to volume exclusion
and decoupling of ni and vi lead to active phase separa-
tion [22, 23], an effect distinct from the banding observed
here: We have examined the flat-space counterpart of
our system in the same range of values of v0 and J as in
the spherical case. It remains in the homogenous phase
(Fig. 3g and SI movie). Using a Vicsek order parame-
ter pF = 1

Nv0
|
∑
i vi|, we show that this flat system is

also consistently in the polar phase, with pF ≈ 1 inde-
pendent of v0 (Fig. 3h). In the spherical case now, we
measure alignment on the surface of the sphere. We de-
fine pS = 1

NRv0
|
∑
i ri × vi|, pS → 1 for a circulating

ring moving at v0. pS transitions from a low value for
small v0 to near perfect alignment at larger v0 (Fig. 3h).
This shows that the transition to the polar vortex and a
moving band is a purely curvature-driven effect, with no
equivalent in the planar model.

The phenomenon is similar to the ring structures found
in the plane [26] and in three dimensions [27], with the
important difference that in here it occurs in the absence
of attraction. Active contractile elements have also been
studied in a continuum model on a cylinder and show
banding [29]. We note that without the self avoidance
(i.e., at k = 0), our model reduces to a continuum Vicsek
model. In contrast to the polar ordered state observed
on the plane, on the sphere after a long relaxation period
the entire flock collapses into a ring spanning one of the
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FIG. 3. Steady state configurations at t = 104τ for a. v0 = 0.03σ/τ , b. v0 = 0.1σ/τ and c. v0 = 1σ/τ , with J = 1τ−1 and
ν = 0.002τ−1, see also SI movies. The length and colour of velocity vectors reflect the magnitude of |vi|. Thinner yellow
vectors indicate the directions of the orientation vectors ni. For clarity, only particles on the front hemisphere are shown
and the relative length of the velocity vectors between panels is not preserved. Panels d., e. and f. show trajectories of two
randomly selected particles coloured according to |vi|. Vectors along the trajectory indicate the direction of the orientation
vector at selected subsets of positions. g. is a snapshot of the v0 = 0.1σ/τ periodic flat system of size L = 100σ; here vi (red)
is uniform and completely aligned with ni (yellow). Panel h. shows the order parameters for the flat (pF ) and spherical (pS)
systems as a function of v0 for a range of values of J .

great circles. The effect again differs from the density
banding close to the Vicsek transition [30] since it occurs
deep inside the polar regime.

We focus only on the high velocity regime with a de-
veloped band. In Figs. 4a and 4b, we present the density
and pressure profiles in the established band for J = 1τ−1

and a range of v0. The density has been normalized to
that of a uniformly covered sphere, and we measure pres-
sure by computing the trace of the local force moment
tensor, Σ̂i =

∑
j rijFij with units of energy (see SI). The

band has a relatively complex structure. For example,
the discrete particles lead to a distinct layering pattern
in the density profiles. Similarly, a change of slope in the
pressure profiles stems from double overlaps among very
compressed particles, though, overall, the band narrows
and the pressure increases with growing v0. The influ-
ence of J is at first counterintuitive (Fig. 4, insets): the
lower values of J where the alignment is weaker lead to
more pronounced banding!

To understand this, we analyse the active mechan-
ics of an already formed band. We consider a slice
cut out of the sphere in the polar direction (Fig. 4e
and SI). The particles in the slice all move in the same
tangential direction, with decreasing speed towards the
poles. In local spherical coordinates the particle posi-
tion is ri = R(cos θi cosφi, cos θi sinφi, sin θi), where z
is the polar direction, θi is the angle from the xy-plane

along a meridian and φi is the azimuthal angle. Since
the active force Fact

i = v0ni is always in the tangen-
tial plane, we can write ni = cosαieφ − sinαieθ. Here
αi is the (signed) angle between the polar direction and
the band velocity along the equator. We derive a sim-
ple relation between rotation speed and active forces by
projecting equation (1) onto the φ direction. Assuming
steady state rotation with angular velocity ω, we have
ṙi = Rω cos θieφ, leading to (see SI):

cosαi =
Rω

v0
cos θi. (3)

This corresponds to a symmetric vector field pointing
inwards to both sides of the equator (visible in Fig. 3c).
In Fig. 4c, we show simulation results for α vs. θ profiles,
for three different values of the alignment parameter J .
All profiles are linear, with a slope that depends only on
J (see SI). Since αi is also the angle between the polar
direction and the velocity, it now makes sense that α
reduces for large values of J . With s the slope of the
graph, we have α = sθ, with s ≈ 1.25, 0.45 and 0.1 for
J = 0.1τ−1, 1τ−1 and 10τ−1, respectively. In Fig. 4d, we
show the velocity magnitude profiles for the same runs.
In all cases, velocities reach near or above v0 at the centre
of the band and then reduce towards the edges, but are
more complex than the simple parabolic profile predicted
by equation (3).
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FIG. 4. a. Density profiles for increasing v0 at J = 1τ−1. Inset : density profiles as a function of J , for v0 = 0.5σ/τ . b.
Pressure profiles (virial part), same parameters as in a. c. Angle α of the self-propulsion direction with the equator, as a
function of J for v0 = 0.5σ/τ . Dashed lines are linear fits, with slopes denoted by the values. d. Root-mean-square velocity
profiles, same parameters as c and e. Sketch of the chain on a sphere model and local coordinate system, see text. f. and
g. Density and pressure profiles (virial part) for J = 1τ−1 predicted using energy minimization of the model with the fitting
parameter s = 0.55 for J = 1τ−1.

Along the chain, in the direction eθ, we can find an
approximate form of strain us using a force-on-a-chain
method (see SI). To leading order, the strain is given by

us(θ) = − v0

σµk

[
cos(sθ)− cos(sθm)

κs
+ sin(sθm)

]
, (4)

which we use to extract density and pressure profiles.
Here θm is the location of the band edge, itself a model
output (equation (28) of SI). Assuming a homogeneous
system (see SI), the pressure (virial part) is given by the
stress-strain relation p = k̄us (k̄ is an effective stiffness),
and density ρ/ρ0 ≈ 1−us, where ρ0 is the initial density.
κ = 2σ/R is the dimensionless curvature of the sphere.
Negative strain indicaties increased density and inward
pressure, consistent with a compressed band. The inward
pressure at the edges, p = − v0

σµ sin(sθm) is equal and op-
posite to the active force per unit length, v0

σµ sinα due to
the self propulsion, that is pressure balance reminiscent
of active phase separation [22, 23] and a first order phase
transition. From our analysis, four important dimension-
less parameters emerge: the reverse alignment strength
s, the underlying curvature κ ≈ 0.07, the active pressure
v0/σµ and the density through θm (see SI). To achieve
the quantitative fit of the pressure and density profiles

in Fig. 4f and g, we use a discrete energy minimization
approach (see Materials and Methods).

In this letter we have constructed and analysed a sim-
ple model for overdamped polar active particles confined
to move on the surface of a sphere and subject to vol-
ume exclusion and a realistic alignment rule. Using nu-
merical simulations and analytical arguments we have
shown that activity and curvature combine to produce
interesting types of active patterns: a polar vortex and
a stable rotating band structure, not present in the flat
case. While the current approach omits hydrodynamic
interactions that may play a role in some experimental
systems, it provides a valuable insight into the intricate,
yet poorly understood interplay between curvature and
dynamics far from equilibrium. In this study we focused
on a narrow range of parameters and yet found a rich
set of motion patterns, purely driven by geometry. We
hope that our results will motivate further experimental
and theoretical studies in this direction in order to shine
more light onto this highly biologically relevant problem.
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MATERIALS AND METHODS

Equations of motion (equations (1) and (2)) were in-
tegrated numerically. Instead of choosing a curvilinear
parametrization of the sphere we kept the equations in
the vector form and imposed constraints after each step.
Each time step has two stages: i) unconstrained move
and ii) projection onto the constraint. First, the parti-
cle is moved according to equation (1) without any con-
straints. Its position is then projected back onto the
sphere and its velocity and orientation are projected onto
the tangent plane at the new position. Similarly, torques
were projected onto the surface normal at ri and, finally,
ni was rotated by a random angle around the same nor-
mal. As long as the time step is sufficiently small, all
projections are unique and should not affect the dynam-
ics.

The packing fraction, φ = Nπσ2/4πR2 is defined as
the ratio of the area occupied by all particles to the total
area of the sphere (we count double overlaps twice). All
simulations were performed with N ≈ 3×103 particles at
packing fraction φ = 1, resulting in R ≈ 28.2σ. For com-
parison, we performed a series of simulations in the plane
with the same N and φ by imposing periodic boundary
conditions onto a square simulation box of size L = 100σ.
In all cases, the equations of motion were integrated for
a total of 1.1 × 104τ with time step δt = 10−3τ . Ini-
tially, particles were placed at random on the sphere. In
order to make the configuration reasonably uniform and
avoid large forces leading to large displacements, initial
overlaps were removed by using a simple energy relax-
ation scheme (with v0 = 0) for 103τ time steps. Subse-
quently, activity and noise were introduced and equations
were integrated for addition 104τ using a standard Euler-
Maruyama method. Configurations were recorded every
5τ . Typical runs took approximately 5 hours on a single
core of Intel Xeon E2600 series processor.

The system spontaneously breaks spherical symmetry
and there is no reason to expect that the axis connecting
poles will be aligned with any of the coordinate axes in
R3. Therefore, in order to produce the angular profiles in
Fig. 4, for each snapshot we first determined the direction
of the total angular velocity and then performed a global
rotation around the origin that aligned it with the z-axis
in R3.

In order to analyse the single-slice model we suppose
that the chain consists of Np particles pole-to-pole. We
chose Np such that pσ2 ≈ 0.5k in the absence of activity,
consistent with the low velocity and flat value of the pres-
sure (see SI). Assuming overlapping particles, the force
an adjacent particle j exerts on particle i in the chain is
given by Fij = −kr̂ij(2σ−|rj − ri|). k is the (linearised)
stiffness of the potential and σ is the particle radius. If
we introduce curvilinear coordinates along the chain and
expand around θi in small values of δθ = θj − θi, we can

approximate rj − ri = −R(θj − θi)êθ. To first order, in-
terparticle forces are along êθ, and the forces acting on
particle i from its neighbours i− 1 and i+ 1 are Fi,i−1 =
k(2σ−R(θi− θi−1)) and Fi,i+1 = −k(2σ−R(θi+1− θi)).
Finally, we can write the set of equations of motion along
the chain:

v0 sinα1 = −µk (2σ −R(θ2 − θ1))

v0 sinαi = −µkR(θi − θi−1) + µkR(θi+1 − θi)
v0 sinαNp

= µk
(
2σ −R(θNp

− θNp−1)
)
. (5)

We solve these equations using two approaches. First,
we treat equations (5) as Euler-Lagrange equations of
an energy functional containing only potential energy
terms, which we then minimize by using the standard L-
BFGS-B conjugate gradient method including boundary
constraints. Formally, even though our physical system
conserves neither energy nor momentum, if we assume
α = sθ, the active force components in equation (5)
derive from an effective potential V iact = v0 cos(sθi)
which can be added to the interparticle repulsive term
V irep = kR

2

∑
j∈N (θj − θi)2. Then setting the gradients of

V i = V iact + V irep to zero is equivalent to equations (5).
The second approach is based on the analytical contin-
uum limit. It is less straightforward, but a bit more in-
sightful and discussed in details in the SI.
Acknowledments. We thank M.C. Marchetti for

introducing us to active matter, and for illuminating
discussions and critical reading of the manuscript. We
also thank F. Ginelli for useful discussions. Part of this
work was performed at the Kavli Institute for Theoret-
ical Physics and was supported in part by the National
Science Foundation under Grant No. NSF PHY11-25915.

∗ r.sknepnek@dundee.ac.uk
† shenkes@abdn.ac.uk

[1] Vasiev, B., Balter, A., Chaplain, M., Glazier, J. A. &
Weijer, C. J. Modeling gastrulation in the chick embryo:
formation of the primitive streak. PLoS One 5, e10571
(2010).

[2] Ritsma, L. et al. Intestinal crypt homeostasis revealed at
single-stem-cell level by in vivo live imaging. Nature 507,
362–365 (2014).

[3] Collinson, J. M. et al. Clonal analysis of patterns of
growth, stem cell activity, and cell movement during the
development and maintenance of the murine corneal ep-
ithelium. Developmental Dynamics 224, 432–440 (2002).

[4] Sanchez, T., Chen, D. T., DeCamp, S. J., Heymann, M. &
Dogic, Z. Spontaneous motion in hierarchically assembled
active matter. Nature 491, 431–434 (2012).

[5] Vicsek, T. & Zafeiris, A. Collective motion. Physics Re-
ports 517, 71–140 (2012).

[6] Marchetti, M. et al. Hydrodynamics of soft active matter.
Reviews of Modern Physics 85, 1143 (2013).

[7] Sokolov, A., Aranson, I. S., Kessler, J. O. & Goldstein,
R. E. Concentration dependence of the collective dynamics

mailto:r.sknepnek@dundee.ac.uk
mailto:shenkes@abdn.ac.uk


6

of swimming bacteria. Physical Review Letters 98, 158102
(2007).
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[24] Bialké, J., Speck, T. & Löwen, H. Crystallization in a
dense suspension of self-propelled particles. Physical Re-
view Letters 108, 168301 (2012).

[25] Berthier, L. & Kurchan, J. Non-equilibrium glass tran-
sitions in driven and active matter. Nature Physics 9,
310–314 (2013).

[26] D’Orsogna, M. R., Chuang, Y. L., Bertozzi, A. L. &
Chayes, L. S. Self-propelled particles with soft-core inter-
actions: Patterns, stability, and collapse. Physical Review
Letters 96, 104302 (2006).

[27] Strefler, J., Erdmann, U. & Schimansky-Geier, L.
Swarming in three dimensions. Phys. Rev. E 78, 031927
(2008).

[28] Bausch, A. et al. Grain boundary scars and spherical

crystallography. Science 299, 1716–1718 (2003).
[29] Srivastava, P., Shlomovitz, R., Gov, N. S. & Rao, M.

Patterning of polar active filaments on a tense cylindrical
membrane. Physical Review Letters 110, 168104 (2013).
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SUPPLEMENTARY INFORMATION

CONSTRAINT MOTION ON A SPHERE:
HOLONOMIC CONSTRAINTS

This first section derives the correct equations for ac-
tive, self-propelled constraint motion on a sphere. The
basis for the treatment below can be found, e.g. in
Leimkuehler and Reich [1]. Consider the following New-
tonian full equations of motion in three dimensions for
the spatial variables, ri:

mr̈i = −γṙi +
∑
j

Fij + Fact
i . (6)

Here the active force Fact
i is treated as an independent

parameter.
In standard Hamiltonian dynamics, a holonomic con-

straint is a constraint which does not depend on the
generalized velocities q̇i and can be expressed as a func-
tion of the generalized coordinates qi only. If such a
constraint α is written as as an equation gα(q) = 0
(q = {q1, . . . , qN}, where N is the total number of de-
grees of freedom), gα(q) can be interpreted as a poten-
tial, and the constraint trajectories will then lie on the
isopotential surface with potential value 0. The spherical
constraint g(r) = x2 + y2 + z2 − R2 (with R being the
radius) is a classic example of such a constraint.

Using a reasoning similar to electrostatics or gravi-
tation, the constraint forces keeping the system on its
isopotential surface need to be normal to this surface. In
other words, they must be along the gradient of g, so
that for each constraint, there exists a constraint force
Fα = λα∇qgα(q) that penalizes any deviations from the
isopotential surface.

Then for a set of constraints {gα(q) = 0|α =
1, . . . ,M}, and an explicitly Hamiltonian system, the
equations of motion are [1]:

dq

dt
= v

m
dv

dt
= −∇qV (q)−

∑
α

λα∇qgα(q). (7)

To determine the multipliers λα, we can take further
derivatives of the constraint equations:

d

dt
(gα(q)) = ∇qgα(q) · v = 0. (8)

As to be expected, this shows that v belongs to the tan-
gent bundle of the constraint surface gα(q). Finally, to
determine λα, we can differentiate this equation once

more, and then substitute the equations of motion, equa-
tion (7). We should then obtain a set of M equations
to determine the M multipliers λα. Depending on our
choice of constraints, these equations will be linearly in-
dependent, and offer an unique set of λα.

Even though the active part of equation (6) does not
derive from a potential, the steps outlined above re-
main valid. We choose the set of positions {ri} ≡ q as
generalized coordinates. The gradient of our constraint
g(ri) = x2

i + y2
i + z2

i − R2 is ∇rig(ri) = 2ri. Then the
constraint equations of motion become

mr̈i = −γṙi +
∑
j

Fij + Fact
i − 2λiri. (9)

Note that the constraint applies to each particle indepen-
dently and, thus, λ has index i. The derivative constraint
just leads to the equation ṙi ·ri = 0. If we define the unit
normal to the sphere as r̂i = ri/|ri| = ri/R, this confirms
that the velocity has to be tangential to the surface of
the sphere.

The second derivative constraint finally allows us to
determine λi, and after substituting equation (9) we ob-
tain:

2λi =
1

r2
i

mv2
i + ri · (Fact

i +
∑
j

Fij)

 . (10)

Then, after substituting λi back into equation (9), we can
finally write equations of motion that fully implement the
spherical constraint:

mr̈i =− γṙi +
∑
j

Fij + Fact
i (11)

− ri
r2
i

mṙ2
i + ri · (Fact

i +
∑
j

Fij)

 .
In the overdamped limit, we can see that m→ 0 does

not produce any singularities and we can write the valid
equations of motion:

γṙi = Fact
i − (r̂i · Fact

i )ri +
∑
j

Fij − (r̂i · Fij)ri. (12)

This is in the end a very simple equation, which projects
active and passive forces onto the sphere. If we define the
projection operator at a point ri on the sphere acting on
a vector a as PT (ri,a) = a − (r̂i · a)r̂i, the overdamped
equations of motion are simply

γṙi = PT (ri,F
act
i +

∑
j

Fij). (13)
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ANGULAR DYNAMICS

Fundamentally, we would like to implement a two di-
mensional XY -model type dynamics, where a particle
aligns explicitly with its neighbours. In two dimensions,
using first order dynamics, we have

φ̇i = −J
∑
j

sin(φi − φj) + ξi, (14)

where φ is the angle of n with the x-axis, i.e. ni =
(cosφi, sinφi) and the first term on the RHS is simply the
torque. We have also added a scalar delta-correlated an-
gular noise with distribution 〈ξi(t)ξj(t′)〉 = σ2δijδ(t−t′).
On the sphere, it is not possible to define φ globally and
uniquely for each tangent plane, so we need to write the
equation in terms of ni directly. The RHS of equation
(14) can be written as a curl projected along the ez axis
orthogonal to the xy-plane to obtain its magnitude:

φ̇i = −J

∑
j

ni × nj

 · ez + ξi. (15)

On the sphere now, if we define the normal projection
of a vector on the unit normal to the tangent plane as
PN (r̂i,a) = (a·r̂i), the deterministic part of the left hand
side of equation (15) is simply PN (r̂i,−J

∑
j ni × nj).

The derivative of a unit vector is an angular rotation,
and we have dni

dt = φ̇i(r̂i×ni), that is the time derivative
is both orthogonal to the axis of rotation and the vector
itself. Then the XY -like angular dynamics on the sphere
is given by:

dni
dt

=

PN (r̂i,−J
∑
j

ni × nj) + ξi

 (r̂i × ni). (16)

We note that the fully vectorial approach is as well ben-
eficial from the point of view of numerical simulations as
it is straightforward to generalize to an arbitrary surface,
unlike working with local parametrizations, which often
have singular points (e.g. for θ = 0) and can be costly to
compute numerically.

STEADY-STATE ROTATING SOLUTION

In the simulations, we observe a steady-state rotating
solution where particles cluster symmetrically around the
equator and the whole flock performs a solid-like rotation
with angular velocity ω around an axis through the poles.

Before we proceed, let’s first set notations and dimen-
sions in order. In the same units and notation as in the
main paper, we have:

ṙi = PT (ri, v0ni + µ
∑
j

Fij), (17)

x

y



z

v 0 n̂ir̂i

α i

θi

êθ

êϕ

êr

ϕi

FIG. 5. Linked spring chain model for a slice of the rotating
solution.

where we have set Fact
i = v0γni. v0 is the constant mag-

nitude of the self-propulsion velocity pointing along ni,
and we have mobility µ = 1/γ.

To approach this situation, consider a one-particle
wide “orange” slice cut out of the sphere in the polar
direction, as shown in Figure 5. All particles in that slice
move in the same tangential direction, with decreasing
speed towards the poles. While they are effectively con-
strained to a great circle, we unfortunately cannot use the
machinery of holonomic constraints derived above since
the constraint condition depends on the velocities q̇i, not
only the positions. The additional spherical constraint
is of course still described by the projection in equation
(13).

If we move to spherical coordinates, the position of a
single particle is given by
ri = R(cos θi cosφi, cos θi sinφi, sin θi), where z is the po-
lar direction, θi is the angle from the xy-plane and φ is
the azimuthal angle measured from an arbitrary x axis.
The unusual choice of θi is such that θ = 0 corresponds
to the equator, and the band reaches between −θm and
θm. We can choose φi = 0 without loss of generality,
leading to ri = R(cos θi, 0, sin θi).

Let us first analyse the active forces. Since equation
(13) shows that the projected Fact

i = v0γni has to be
in the tangential plane, we can write ni = cosαieφ −
sinαieθ, where the first part is in the direction of ro-
tation, and the second one is along the great circle (
eθ = [sin θi, 0,− cos θi]). Here αi is the angle between
the polar direction and the particle velocity.

Then we can already derive a simple relation between
the rotation speed and the active forces by projecting
equation (17) onto the φ direction. Assuming a steady
state rotation of our slice, we have ṙi = Rω cos θieφ, and
if the φ projections of any interparticle forces on particle
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i cancel out, we are left with:

cos θi =
v0

Rω
cosαi. (18)

In this simplest case, the solution is radially symmet-
ric. We can easily solve for αi, if and only if we assume
that the velocity at the equator equals the self propulsion
speed v0. Then v0

Rω = 1, and we have αi = θi; that is
a pattern where ni is parallel to the direction of motion
along the equator, and pointing inwards symmetrically
on both sides, as can be seen in Figure 6 (left).

1.0 0.5 0.0 0.5 1.0
1.0

0.5

0.0

0.5

1.0
0.1
0.2

0.5
1

θ

α

J=0.1, 
s=1.25

J=1, 
s=0.45

J=10, 
s=0.15

V0

FIG. 6. Left: Rotating steady state, zoom into the upper
hemisphere showing the systematic deviation between veloc-
ity (yellow to red) and normal vectors (yellow). Right: Sim-
ulation results for α, the angle with the velocity direction, as
a function of θ, for different v0 (legend) and J . From steep
to shallow: J = 0.1τ−1, with fitted s = 1.25, J = 1τ−1 with
s = 0.45 and J = 10τ−1 with s = 0.15.

In practice, we find that α = sθ, with a slope s that
is nearly independent of v0 and only depends on J , as
shown in Figure 6, right. We fit the three values of
J that we explored as follows: J = 0.1τ−1, with fit-
ted s = 1.25, J = 1τ−1 with s = 0.45 and J = 10τ−1

with s = 0.15. The velocity profiles themselves are also
relatively complex, see Figure 7. The parabolic profiles
at low v0 are consistent with perfect block rotation at
ω = v(θ = 0)/R. For J = 0.1τ−1, this rotation speed is
simply v0/R, however it is lower at larger J , indicating a
new type complex slowing down dynamics which deserves
to be explored. Once the band develops, the profiles be-
come more complex, but for J = 0.1τ−1 and J = 1τ−1

they retain sufficiently close similarity to a parabolic pro-
file in the region where the density is nonzero for the
approximation ω = v0/R to remain valid.

Along the chain now, in the direction eθ, we can
approximate the solution following a force-on-a-chain
method. Suppose that our orange slice has Np particles
in total from pole to pole. Assuming overlapping parti-
cles, the force an adjacent particle j exerts on particle
i in the chain is given by Fij = −kr̂ij(2σ − |rj − ri|).
Here k is the (linearized) stiffness of the potential and
σ is the particle radius. We can introduce curvilinear
coordinates along the chain. Expressed using angles,
we have rj − ri = R (cos θj − cos θi, 0, sin θj − sin θi). If
we expand around θi in small values of δθ = θj − θi,

rj − ri = −R (sin θiδθ, 0,− cos θiδθ), or finally rj − ri =
−R(θj − θi)eθ.

To first order, interparticle forces are along eθ, and the
forces acting on particle i from its neighbors i − 1 and
i + 1 are Fi,i−1 = k(2σ − R(θi − θi−1)) and Fi,i+1 =
−k(2σ −R(θi+1 − θi)).

Finally we can then write down the equations of motion
along the chain:

0 =− v0 sinα1 − µk (2σ −R(θ2 − θ1))

0 =− v0 sinαi + µk (2σ −R(θi − θi−1))

− µk (2σ −R(θi+1 − θi)) (19)

0 =− v0 sinαN + µk (2σ −R(θN − θN−1)) .

APPROACHES TO A SOLUTION OF EQUATION
(19)

Continuum model: Eulerian vs. Lagrangian pictures

If our system is large, i.e. if κ = 2σ/R � 1, where κ
is the dimensionless curvature of the sphere, the angular
differences can be written in differential form. Let the
ui be the deviations of the chain particles from their rest
state, i.e. θi = θ0

i + ui, with θ0
i = 2σi

R −
σN
R .

This transformation needs to be done carefully, and we
can use either an absolute reference frame or the coordi-
nates of the particles themselves. Let ϑ be the underly-
ing angular coordinate we would like to use for our solu-
tions, with ϑ = 0 at the equator. Since we use an abso-
lute coordinate system, and not the particles themselves
for coordinates, this approach is in the Eulerian picture
(Chaikin and Lubensky, p.330-331) [2]. Conversely, if
we use the original positions of the particles, θ0, as a
reference, the approach is Lagrangian. Habitually, Eu-
lerian and Lagrangian elasticity are defined as follows.
Let R be the original positions in the undistorted mate-
rial. Then after distortion, their coordinates are given by
x(R) = R + u(R), where the initial positions R as used
as reference frame. Lagrangian elasticity is based on on
this approach: distances in the distorted material are ex-
pressed as dx2 − dR2 = 2uLij(R)dRidRj , where uLij(R) is
the Lagrangian strain tensor,

uLij(R) =
1

2

[
∂ui
∂Rj

+
∂uj
∂Ri

+
∂uk
∂Ri

∂uk
∂Rj

]
. (20)

In an Eulerian approach, we use the new coordinates x in
the absolute reference frame as a basis, and we have to in-
vert the relation above to have R(x) = x−u(R(x)) which
then leads to the Eulerian strain tensor dx2 − dR2 =
2uEij(x)dxidxj . The Eulerian strain tensor has a minus
sign in the nonlinear term, opposite to the more familiar
Lagrangian strain tensor:

uEij(x) =
1

2

[
∂ui
∂xj

+
∂uj
∂xi
− ∂uk
∂xi

∂uk
∂xj

]
. (21)
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FIG. 7. Velocity profiles for increasing v0 and J = 0.1τ−1 (left), J = 1τ−1 (middle) and J = 10τ−1 (right).

For us, the initial relation x(R) = R + u(R) is simply
ϑ = θi = θi,0 +ui, which we then need to invert to obtain
R(x) = x − u(R(x)), i.e. θi,0(ϑ) = ϑ − u(θi,0(ϑ)). Our
strain tensor is affected by the one-dimensional nature of
our problem. By definition, the metric tensor has to be
a perfect square for a one dimensional problem, dx2 =
gL(R)dR2, so that gL(R) = (1 + du/dR)2, and dR2 =
gE(x)dx2 with gE(x) = (1−du/dx)2. In our coordinates,
we then derive the strain tensors:

uLs =
du

dθ0
+

1

2

(
du

dθ0

)2

(22)

uEs =
du

dϑ
− 1

2

(
du

dϑ

)2

. (23)

To recover the underlying periodicity (the i index), re-
call the standard definition of a reciprocal vector G for a
lattice: G·R = 2πm, with m and integer. For us G·θi,0 =
2πi. In the ϑ basis, the old positions of the undistorted
lattice points still have to follow G · (x − u(x)) = 2πm,
that is for us then G·(ϑ−u(ϑ)) = 2πi; or using the lattice
definition of the θi,0, θi,0(ϑ) = ϑ− u(ϑ) = 2σi

R −
σN
R .

For the Lagrangian coordinates, the transformation
to continuum is then straightforward: We can approx-
imate the angle differences as θi − θi−1 = θi,0 − θi−1,0 +
u(θi,0) − u(θi−1,0) ≈ 2σ

R + 2σ
R

du
dθ0

. The double angle
difference θi+1 + θi−1 − 2θi = θi+1,0 − θi−1,0 − 2θi,0 +

u(θi+1,0) + u(θi−1,0)− 2u(θi,0) ≈
[

2σ
R

]2 d2u
dθ20

becomes now

clearly a discrete Laplacian. In Eulerian coordinates, the
complexity arises from the difference in line element in-
herent in passing to the new coordinates ϑ. Though
we clearly have above dθ0 = θi,0 − θi−1,0 = 2σ/R, in
the new coordinates we need to express it as a func-
tion of the new line element dϑ, dθ0 =

√
gEdϑ, or more

explicitly dϑ =
(
1 + du

dϑ

)
dθ0(ϑ). Then the angle dif-

ferences become θi − θi−1 ≈ 2σ
R + 2σ

R

(
1 + du

dϑ

)
du
dϑ and

θi+1 + θi−1 − 2θi ≈
[

2σ
R

]2 (
1 + du

dϑ

)2 d2u
dϑ2 , a much more

complex set of derivatives.
Finally, the influence of the active Coriolis force still

acts at the distorted points θi. We can formally write θi =
θi,0(ϑ) +u(θi,0(ϑ)) in Eulerian coordinates, to see just as
quickly that we just get θi = ϑ−u(θi,0(ϑ))+u(θi,0(ϑ)) =

ϑ; simply the angular coordinate. This makes sense since
the active Coriolis force is solely due to the constrained
motion in the curved reference frame, and completely
independent of the initial particle positions. In the La-
grangian frame, we need to keep track of the displace-
ments from the origin: θi = θi,0 + u(θi,0). The active
force contribution becomes tractable if we use the results
from Figure 6 and assume that α = sϑ, or equivalently
α = sθ0 +su. In the Lagrangian reference frame, we have
the equations

d2u

dθ2
0

= α sin (sθ0 + su) , (24)

with boundary conditions

du

dθ0

∣∣∣∣
−θm,0

= β sin (sθ0 + su)

du

dθ0

∣∣∣∣
θm,0

= −β sin (sθ0 + su) . (25)

In the Eulerian reference frame, the right hand side
term is simpler; however additional derivatives arise on
the left hand side:(

1 +
du

dϑ

)2
d2u

dϑ2
= α sin(sϑ), (26)

with boundary conditions(
1 +

du

dϑ

)
du

dϑ

∣∣∣∣
−ϑm

= β sin(sϑ)(
1 +

du

dϑ

)
du

dϑ

∣∣∣∣
ϑm

= −β sin(sϑ). (27)

Here, α = 1
R

[
R
2σ

]2 v0
µk , and β = v0

2σµk , and the boundary
conditions have to be taken at the original position of
the chain edges θm,0 in the Lagrangian case, but at the
final position ϑm for the Eulerian equations. The two ap-
proaches are strictly equivalent, as can be seen by apply-
ing a change of variable θ0 = ϑ−u and dθ0 =

(
1 + du

dϑ

)
dϑ

to the Lagrangian equations.



11

0.20 0.15 0.10 0.05 0.00 0.05 0.10 0.15 0.20

θ

0.1

0.0

0.1

0.2

0.3

0.4

0.5

0.6

0.7
st

re
ss

es
Tr(Σ)

Σθθ

Σθφ

Σφφ

2.5 2.0 1.5 1.0 0.5 0.0
logv0

0.0

0.5

1.0

1.5

2.0

p
re

ss
u
re

sphere, J=1
flat, J=1

FIG. 8. Left: Averaged profiles of the components of the
stress or force moment tensor in the local frame er, eθ, eφ,
for J = 1τ−1 and v0 = 1σ/τ . The stress tensor is close to
isotropic on the sphere, with Σθθ ≈ Σφφ, and the off-diagonal
components are much smaller. Due to the projection, all of
the components involving er are zero. Right: Mean pressure
for the spherical and the flat case as a function of v0. The
active part of the pressure is only significant compared to
the overlap part of the pressure p0 ≈ 0.5 for the spherical
case; in other words activity does not induce energy-storing
distortions in the flat case.

Predicting strain, pressure and density profiles

Neither of the two systems of equations, unfortunately,
has an analytical solution. From here on we proceed with
approximations. Below, we compare the approximate re-
sults to a discrete energy minimization approach for the
chain, and show that they are valid in the low v0 regime.
In both the Lagrangian and Eulerian case, the 0th or-

der equation that can be solved is d2u
dθ2 = α sin(sθ), with

boundary condition du
dθ |θm = −β sin(sθm) and equiva-

lently at −θm. The solution to this equation is u(θ) =
−α/s2 sin sθ+ cθ+ d, where c and d are integration con-
stants. We can immediately see that the symmetries
u(−θ) = −u(θ) and u(0) = 0 require that d = 0. Clearly,
the two boundary conditions are equivalent, and we are
left with −α/s cos sθm + c = −β sin sθm to determine c.

We still lack a relation tying θm to the underlying
physics of the chain. In the Lagrangian case, θm,0 is sim-
ply the initial extent of the chain before the active forces
are applied. Since at our high density, the sphere is cov-
ered in particles in the absence of driving, we can safely
assume θm,0 = π/2. In the Eulerian case, this is slightly
more tricky. Consider the elementary differential geom-
etry relation for a curve C parametrized by l(t) in space
S. Its length is given by L =

∫
C
√∑

k(dlk/dt)2dt (e.g.,
p.95 Jean Schmets, ‘Introduction au calcul integral’) [3].
In our Eulerian approach, ϑ = t, the parametrization,
and the mapped space S belongs to the original θ0 = l,
and where L = π is the original length of the chain. If
this seems backwards, it is compared to a more standard
Lagrangian parametrization, where it would be the other
way round. The set of derivatives are now simply the
square root of the metric tensor, dθ0/dϑ = (1−du/dϑ) =√
gE(ϑ). Then the missing equation linking the original

chain length and the displacement field is:

π =

∫ ϑm

−ϑm

dϑ

(
1− du

dϑ

)
(28)

This last equation does not have an analytical solution,
and the the approximate solution to the chain profile in
Eulerian coordinates can only be given implicitly:

u(ϑ) = −α/s2 sin sϑ+ (α/s cos sϑm − β sin sϑm)ϑ (29)

π =
2α

s2
sin(sϑm) + 2θm [1− α/s cos(sϑm) + β sin(sϑm)]

(30)

α =
1

R

[
R

2σ

]2
v0

µk
, β =

v0

2σµk
, (31)

In the Lagrangian case, at the 0th level the solution is
simpler:

u(θ0) = −α/s2 sin sθ0+
[
α/s cos

sπ

2
− β sin

sπ

2

]
θ0, (32)

however, to compare to simulation results, all expressions
have to be evaluated at the new positions ϑ = θ0 +u(θ0).

The Eulerian strain is given by

uEs (ϑ) =
du

dϑ
− 1

2

du

dϑ

du

dϑ

≈− 1

2R

[
R

σ

]2
v0

µk

[
1

s
(cos sϑ−cos sϑm)+

2σ

R
sin sϑm

]
,

(33)

where we have only kept the first order strain term du
dϑ

in the second equation. This is equation (4) in the main
text. In Lagrangian coordinates, at the first order, we
have the exact same expression, except using θ0 instead
of ϑ and π/2 instead of θm.

We can estimate the pressure profile within the dense
phase by noting that the interparticle forces are related
to the derivative of the displacement profile:

Fi,i+1 = −k (2σ −R(θi+1 − θi)) = 2kσ
du

dθ
. (34)

This is assuming that all the Fi,i+1 = 0 before any dis-
placements were applied; or in other words we have no
pre-stress in the system. We discuss the evidence for
pre-stress and its implications in the next section.

The interaction part of the stress tensor at the local
scale is given by

σ̂i =
1

Ai

∑
j

rijFij , (35)

where the rij reach from the centre of each particle to
the contact and Ai is the part of an area tessellation (e.g.
Voronoi diagrams) belonging to particle i [4, 5]. Ignor-
ing second order contributions in u, we estimate rij ≈ σ



12

and Ai ≈ 4σ2. If each particle has four contacts, and
horizontal forces equal vertical forces (i.e. the stress field
is isotropic), the pressure is given by pi = Trσ̂i = 2k dudϑ
(note the units of force / length, or stiffness, appropri-
ate to two dimensions). This is really just a microscopic
derivation of the stress-strain relation; and we should
write p = k̄us(ϑ), with a possibly effective stiffness con-
stant k̄.

To test our assumption of an isotropic stress field, we
analysed the components of the force moment tensor in
the local frame er, eθ, eφ (Σ̂i = Aiσ̂i is the additive ver-
sion of the stress tensor, with units of energy). For an
isotropic stress tensor Σθθ ≈ Σφφ, the off-diagonal com-
ponents are much smaller and due to the projection, all
of the components involving er are zero. Figure 8 (left)
shows that in a developed band, these approximations
hold to a very high degree.

Then the predicted pressure profile for |ϑ| < ϑm is
(again, neglecting the second order contributions to the
strain):

p(ϑ) = − v0R

2µσ2

[
1

s
(cos sϑ+ cos sϑm)− 2σ

R
sin sϑm

]
,

(36)
with an equivalent expression for the Lagrangian pressure
profile. A couple of interesting remarks:

• The pressure is negative for |ϑ| < ϑm, i.e., this is a
compressive stress (we plot −p throughout).

• The pressure is not zero when the edge of the hole
is reached at ϑm. This is due to the contribu-
tion of the active driving forces which lead to an
inwards pressure of 2v0 sinϑm/µσ. This is consis-
tent with the boundary conditions, and comes from
the

∑
i riFi/Ai non-pair forces part of the Irving-

Kirkwood stress tensor [5]. In fact, this is identical
with the estimate of the active pressure that the
gas phase exerts on the cluster phase in studies of
the first order clustering transition of self-propelled
particles [6].

• The pressure does not depend on k; that is it be-
comes independent of the details of the interaction,
and depends instead only on the dynamical param-
eter v0/µ and the geometrical parameters σ and
R.

Finally, we can also predict the angular density profile:
We define the local density to be ρ = 1 when particles
are just touching (i.e. the unperturbed chain). Then,
assuming again isotropic compression like for the pressure
profile above, ρ ≈ 1 + |du

dθ̄
|, or more precisely using the

strain ρ(ϑ) = 1 − us(ϑ). The density profile is ρ = 0 for
|ϑ| > ϑm and to first order we have

ρ(ϑ)=1− 1

2R

[
R

2σ

]2
v0

µk

[
1

s
(cos sϑ−cos sϑm) +

2σ

R
sin sϑm

]
,

(37)

otherwise. Interestingly, unlike the pressure, the density
depends on k and doesn’t seem to be universal. Again,
there is a similar equivalent equation for the Lagrangian
density prediction.

Figure 9 (left and middle) show the analytical predic-
tions for the pressure profiles (plotting −p) using the full
Eulerian and Lagrangian strain tensors, evaluated at the
simulation parameters for R, σ and v0 and using Mathe-
matica to numerically solve the implicit equation for ϑm.
We have also used s = 1, and ignored any pre-stress con-
tributions. While the profiles agree with each other at
low v0, there are considerable differences at higher v0; the
Lagrangian solution also stops being single-valued due to
u� θ0 in evaluating ϑ.

DISCRETE CHAIN MODELS BASED ON
ENERGY MINIMIZATION

Given the large discrepancy between the Eulerian and
Lagrangian approximate analytical solutions, it becomes
clear that a numerical approach is inevitable. Instead of
numerically solving the full equations, which cannot in-
corporate the full effects of discreteness, we use an energy
minimization type of approach. We can treat equations
(19) as Euler-Lagrange equations of an energy functional
containing only potential energy terms. Formally, even
though our physical system conserves neither energy nor
momentum, if we assume α = sθ, the active force compo-
nents in equation (19) derive from an effective potential
V iact = v0 cos(sθi) which can be added to the interparti-
cle repulsive term V irep = kR

2

∑
j∈N (θj − θi)2, where we

initially only consider nearest neighbors. Then setting
the gradients of V i = V iact + V irep to zero is equivalent to
equations (19). We then minimize the potential by using
the standard L-BFGS-B conjugate gradient method, and
compute strain and pressure from the numerically eval-
uated displacements via the route discussed above. In
Figure 9, left, we show the resulting pressure profiles for
the same set of parameters as the analytical results in
the two other plots. Analytics and energy minimization
agree with each other in the region v0 � 1 where the
approximation of small displacements remain valid.

NUMERICAL COMPARISON TO SIMULATION

In our simulation, we keep most system parameters
fixed, and instead vary the dynamical parameters v0 and
J . The alignment parameter J only appears through its
influence on the parameter s, with s reducing for larger
alignment strengths. Then the main remaining dynami-
cal parameter is simply v0. Our constant parameters are
µ = 1, φ = 1, σ = 1 and R = 28.2094791σ, or equiv-
alently Ntot = 3183 and the stiffness constant k = 1.
An important parameter is the dimensionless curvature
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FIG. 9. Comparing the analytical solution to energy minimization. Left: Analytical 0th order Eulerian solution using the
full Eulerian strain tensor. Middle: Analytical 0th order Lagrangian solution, starting from the full Lagrangian strain tensor.
Right: Predicted pressure of the single-overlap chain with N = 44 (just touching) particles. Note the good agreement at low
values of v0. The remaining parameters are s = 1, p0 = 0, R and σ as in the simulation.

κ = 2σ/R = 0.0708982, which will be our small parame-
ter in expansions (note that α = β/κ). From our analysis
of the α-θ relation, we retain the fit values s = 1.25 for
J = 0.1τ−1, s = 0.45 for J = 1τ−1 and finally s = 0.15
for J = 10τ−1. Finally, we estimate our main parameters
as:

α =
1

Rκ2

v0

µk
= 7.05237v0 (38)

β =
1

2σ

v0

µk
= 0.5v0. (39)

An important issue is to determine the correct initial
state for the chain. Since our packing fraction φ = 1, one
might think that just touching spheres with no pre-stress
are the correct initial state. However, φ = 1 is in the
jammed or crystalline region of phase space, where soft
particles interpenetrate, and our sphere is no exception.
In Figure 8 (right), we show the mean pressure (or to
be precise, the trace of the force-moment tensor) in the
spherical system as a function of v0, and compare it to
the pressure in an equivalent flat system. For the flat
system, the pressure is very close to constant, indicating
no strain-inducing distortions due to activity, consistent
with the observed block-translation in these cases. The
constant value p0 = 0.5k/σ2 stems purely from the over-
laps of the particles due to the initial packing. If we
assume z̄ = 6 neighbors on average, we can estimate an
initial overlap of roughly δ0 = 0.1σ. To make a quanti-
tative comparison between the chain model and the sim-
ulation, we need the same starting value of p0 and so
we prepare the chain with initial overlaps of δ = 0.25σ.
This is equivalent of a chain length of Np = 59. The ac-
tual number of particles in a chain can be estimated by
straightforward counting in Figures 3 and 4a of the main
text and gives an estimate of Np = 38, 35 and 32 for the
steady states at v0 = 0.03µkσ, 0.1µkσ and 1µkσ.

When comparing the simple chain minimization re-
sults such as Figure 9 (right) to the simulation, it soon
becomes apparent that it dramatically underestimates
the pressure in the centre of the band. This points to

a larger effective stiffness constant k̄ > k in the cen-
tre. The most straightforward explanation for this is
double or even multiple overlaps of particles, i.e. next-
nearest neighbor and further interactions. We have con-
firmed their existence in the simulated bands, and so
incorporated them into the chain minimization proce-
dure by counting all neighbors in the repulsive term
V irep = kR

2

∑
j∈N (θj−θi)2. Due to the initial compressed

state, we also add a constraint 0 ≤ θi ≤ π to the L-BFGS-
B minimization routine. Finally, with this amount of de-
tail, the continuum formulations p = k̄us and ρ = 1 + us
lose their meaning and we directly compute the pressure
via the force moment tensor and the density through a
histogram.

Figure 10 shows the numerical stress and density pro-
files for J = 0.1τ−1 and J = 1τ−1, overlaid with the
full chain minimization results. We have used s = 1.25
for J = 0.1τ−1 as fitted, but had to adjust s = 0.6 for
J = 1τ−1, indicating that the chain model approxima-
tions work better for a narrow peaked band. The model
provides a good quantitative fit for both sets of sim-
ulation. The numerical chain minimization results for
J = 1τ−1 are shown as a standalone graph in Figure 4
(f) and (g) of the main paper, and compare to the nu-
merical profiles in Figure 4 (a) and (b).

For J = 10τ−1 (see Figure 11), the peaked density pro-
file is slow to develop, and the pressure profile remains
very broad at all values of v0. We were not able to sat-
isfactorily fit them with any value of s, especially not
at s = 0.15. We believe that at low v0 and large val-
ues of J , band order is slow to develop, and we reach an
intermediate phase where the recently discovered den-
sity instability in repulsive self-propelled particles (see
e.g. [6]) influences the behaviour. This conjecture is also
supported by the order parameter graph, Figure 3 (h) of
the main publication, where there is a consistent dip in
the order parameter at intermediate values of v0 for the
higher values of J .
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FIG. 10. Simulation results (solid) and full chain calculation (dashed) compared to each other, for J = 1τ−1 and s = 0.6 (left)
and J = 0.1τ−1 and s = 1.25 (right). Top row: pressure, and bottom row: density
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FIG. 11. Density (left) and pressure (right) for J = 10τ−1. In addition to the unusually broad band developing at large v0,
a more complex transition involving a unipolar symmetry seems to be taking place at lower v0. The full chain calculation is
unable to reproduce these pressure and density profiles.
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