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Abstract: The evaluation of interactive adaptive systems has long been acknowledged to be a 
complicated and demanding endeavour. Some promising approaches in the recent past have 
attempted tackling the problem of evaluating adaptivity by “decomposing” and evaluating it 
in a “piece-wise” manner. Separating the evaluation of different aspects can help to identify 
problems in the adaptation process. This paper presents a framework that can be used to guide 
the “layered” evaluation of adaptive systems, and a set of formative methods that have been 
tailored or specially developed for the evaluation of adaptivity. The proposed framework 
unifies previous approaches in the literature and has already been used, in various guises, in 
recent research work. The presented methods are related to the layers in the framework and 
the stages in the development lifecycle of interactive systems. The paper also discusses 
practical issues surrounding the employment of the above, and provides a brief overview of 
complementary and alternative approaches in the literature. 
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1. Introduction 
The importance and benefits of involving users in the design and evaluation of adaptive 
systems has been advocated for a long time (Chin, 2001; Weibelzahl, 2001, 2005; Masthoff, 
2002; Gena 2005; Gena & Weibelzahl, 2007). In fact, user studies have become an integral 
part of papers published in the UMUAI journal, and indeed most papers published in the 
major conferences in the area. For example, a review of the last three years of UMUAI shows 
that all papers (excluding surveys and special issue introductions) now contain evaluations, 
compared to only one third when Chin (2001) surveyed UMUAI for the nine years preceding 
2001. Although this is most definitely indicative of increasing maturity in the field, we are far 
from having solved all related outstanding issues. This paper discusses some of these issues, 
and proposes a specific evaluation approach and methods for addressing them. 

From early on in the history of the field, it has been acknowledged that the evaluation of 
interactive adaptive systems1 (IAS) is, in most cases, a complicated endeavour, that is 
significantly different to the evaluation of non-adaptive interactive systems (see e.g., 
Totterdell & Boyle, 1990). The differences are attributable to the nature of adaptivity and the 
implications it has on interaction. In particular, a mainstay of evaluation approaches in 
Human-Computer Interaction (HCI) is that an interactive system’s state and behaviour are 
only affected by direct and explicit actions of the user. This principle does not hold true in 
adaptive systems, however. The very aim of adaptivity is to imbue a system with the type of 
intelligence that allows it to actively take the initiative in supporting the users’ activities, on 
the basis of inferred information about the user and the interaction context, often derived from 
implicit interaction cues. It is this capacity of adaptive systems to exhibit their own, not 
directly user-controlled behaviour that traditional evaluation approaches fail to address. 
Moreover, the adaptation process often takes time, as the system needs to learn about the 
user’s goals, knowledge or preferences, etc., before adaptation can take place. Thus, the 
observation of any effects of adaptivity may require long-term, or even longitudinal studies, 
or be based on evaluation designs that explicitly account for that factor. Due largely to these 
disparities between interactive systems in general and adaptive systems in particular, 
adaptation was not sufficiently addressed in early standardized evaluation frameworks 
(although, in some cases, it was a concern) (Stary & Totter, 1997).  

To remedy these problems, early approaches to the evaluation of IAS were in the direction 
of comparative assessments between adaptive and “static” systems. This gave rise to the 
popular, but potentially also problematic, “with and without” adaptivity evaluation design, in 
which an adaptive instance of the system is compared with a non-adaptive one. This 
evaluation design has been used in several studies in the field, including, for example, Kaplan, 
Fenwick, & Chen (1993), Boyle & Encarnacion (1994), Weber & Specht (1997), and 
Brusilovsky & Eklund (1998).  

A partial summarization of the potential problems that Totterdell & Boyle (1990) 
associate with comparing adaptive systems with static counterparts, or static instances of 
themselves, is as follows: 
− Selection of non-adaptive controls: An adaptive system’s behaviour can range over a set 

of possible states for any given dimension of adaptation. The question, therefore, is which 
of these states the evaluator should choose for the non-adaptive control. Where 
appropriate the state might be selected by best current practice. However, there may not 
always be a plausible control, particularly if the system is a novel application. 
Furthermore, in all but the simplest situations there will be a very large space of potential 

                                                 
1 We will be using the term “interactive adaptive systems” throughout this paper to refer to systems that have an 
interactive front-end and are capable of self-adaptation (applied to, or experienced through, the aforementioned 
interactive front-end). We further assume that adaptation in such systems is based at least on the characteristics 
of users (treated individually or collectively), without excluding any other category of adaptation determinants. 
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system states, which complicates the selection of one of these to serve as the “best” non-
adaptive state. Additionally, a non-adaptive instance of a system designed to be adaptive 
may not be “optimal” in any way, if adaptation is properly designed into the system 
(Höök, 2000). 

− Selection of equilibrium points: Another related problem is the selection of appropriate 
“points of equilibrium” in the evolution of the adaptive system’s behaviour to compare 
against. This often needs to explicitly take into account an initial period of inefficiency 
during which the system acquires a model of the user (and any other external factors that 
guide the system’s behaviour), and also periods of “flux” during which changes in the 
user’s or system’s behaviour have mutual effects that may lead to new points of 
equilibrium.  

− Dynamics of adaptive behaviour: Adaptive systems often have to adapt to at least two 
mutually incompatible criteria (e.g., controllability vs. unobtrusiveness). Thus, 
enhancements brought about by adaptation and explainable in terms of information about 
a particular user, group, etc., if applied to another user, group, or task, might instead have 
detrimental effects. The evaluator then has to show, not only that adaptation is of benefit, 
but also that there exist different “optima” in the environment, and that the system can 
find them (e.g., different levels of trade-offs between controllability and unobtrusiveness 
that would be “optimum” for a given user or category of users). Combining this 
requirement with the fact that adaptive behaviour evolves over time, there is a 
multiplicative effect on the number of states in which the system is, as Totterdell & Boyle 
(1990) term it, “compatibly adaptive” to its environment; in a comparative assessment 
approach, all these states would ideally be targeted by evaluation.  
 
Further to the above, an implicit assumption of the comparative assessment approach is 

that a system “converges” to a state that can then be compared. This, however, leaves other 
desirable attributes of adaptation unaccounted for, such as the system’s capacity to detect 
changes in its environment, and smoothly transition to new states of convergence, neither 
exhibiting oversensitivity to minor fluctuations, nor reacting so slowly as to cause long 
periods of mismatch between its behaviour and its environment.  

These problems may be difficult to address in certain IAS domains, but do not, in fact, 
render the employment of comparative approaches in studies prohibitive. Although, to the 
best of our knowledge, such work has not as yet been reported in the literature, approaches 
that would allow for a systematic selection of states to include in comparisons would be 
within reach of the research community.  

One point that requires further attention is that, when a comparative approach is 
employed, then, by definition, the question asked is a variation of: “is this (adaptive) version 
better than that (non-adaptive) version, in this particular respect?” This is indeed a 
fundamental question and a defining one in establishing the “value” of adaptation in particular 
settings. However, it may not provide sufficient insights in terms of the fine-grained effects of 
adaptive system behaviour, and the findings may not be readily generalisable beyond the 
specific adaptation settings and behaviour of a single system. More specifically, when 
employing comparative assessment without directly addressing specific aspects of adaptation, 
the reasons behind the “success”, or “failure” of adaptation can only be traced back to the 
initial hypotheses of the adaptive system design. In other words, it may not be possible to 
ascertain why, and under what conditions, a particular type of adaptation may be employed 
towards a specific goal. This constraint may be prohibitive in cases where evaluation is 
intended to derive design knowledge that can be fed back into the system’s development 
process. In short, then, we can say that comparative assessment can be potentially very useful, 
probably even more so in the context of evaluating the system against the overall goal that 
adaptation was introduced to achieve. However, when it is applied at that level, it may not be 
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able to offer the type of insight necessary for attaining and validating adaptation design 
knowledge.  

A major characteristic of evaluations that was alluded to above is their goal. A widely 
accepted coarse classification uses an evaluation’s goal to distinguish between formative and 
summative evaluations (Scriven, 1996). Formative evaluation aims to identify shortcomings 
or errors in a system in order to further improve it and to guide the system design and 
development. In contrast, summative evaluation aims to determine the value or impact of a 
system. Formative evaluation goes hand-in-hand with the HCI principle of involving users as 
early as possible in the design process, and is vital in discovering what and how to improve in 
an interactive system (Gould & Lewis, 1985; Shneiderman, 1998). Whereas summative 
evaluation is well established and in wide use, the same is not true of formative evaluation. 
Most user-based assessments of IAS in the literature report only summative evaluations, 
aiming to establish the extent to which the use of an adaptation method has improved the 
system, or the extent to which the user modelling is accurate. Some recent notable exceptions 
of papers that include formative studies that appeared in UMUAI include (Stock et al., 2007), 
(Carmagnola et al., 2008) and (Porayska-Pomsta, Mavrikis & Pain, 2008), while some others 
mention that a formative study has preceded the summative one, but do not report its results 
(e.g., Kosba, Dimitrova & Boyle, 2007).  

Although the inherent difficulties in the evaluation of adaptation, as discussed thus far, 
have been well understood for quite some time, no satisfactory solutions or principled 
alternative approaches emerged until the beginning of the last decade. During that time, 
empirical studies that evaluated IAS remained few, and, more often than not, provided 
ambiguous results. In the last ten years, the evaluation of IAS started receiving considerable 
renewed attention. This has been due, in part, to the increasing utilization of adaptivity 
methods and techniques in a wide range of application domains, but also due to the desire to 
acquire a solid design basis for adaptation, unattainable until the largely unsolved problems 
involved were addressed (see, e.g., Brusilovsky & Eklund, 1998; Höök, 2000; Chin, 2001; 
Masthoff, 2002).  

This last decade has seen the introduction of a number of promising attempts at tackling 
the problem of evaluating IAS, sharing one main idea: to treat adaptation not as a singular, 
opaque process, but, rather, “break it down” into its constituents and evaluate each of these 
constituents separately where necessary and feasible. These approaches became known under 
the moniker of “layered” evaluation of adaptive systems.  

An oft-cited example of the application of the related principles and their potential 
benefits are two studies of the same system, one following a layered evaluation approach and 
one not. The first study on the effects of adaptive link annotation (described in Brusilovsky & 
Eklund, 1998) demonstrates well the problems that can arise when evaluating an adaptive 
system. This study treated the adaptation process as a “monolithic” entity and aimed to assess 
it as a whole. Specifically, the goal of that experiment was to assess the impact of (link-
oriented) adaptive navigation support (ANS) on students’ learning and on their paths through 
the learning space. Contrary to expectations, the study failed to show any statistically 
significant differences between the versions with and without ANS. Although the authors did 
perform additional analysis and offered some potential justifications for their findings, the 
matter remained largely inconclusive. A revisited interpretation of the initial study was then 
presented (Brusilovsky, Karagiannidis, & Sampson, 2001), which decomposed the adaptation 
process into two layers that were evaluated separately. This study demonstrated that whereas 
the user models created were sufficiently accurate, the adaptations applied on the basis of 
these models were likely not appropriate for the target population.  

The above and other propositions on how layered evaluation of IAS can be approached 
have been directly or indirectly in use for some time now. This paper attempts to unify and 
organize the principles of layered evaluation, as these emerge from the different propositions 
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and related work in the literature, into a framework that is based on a decomposition model of 
the adaptation process that identifies five stages or layers in the process. It also presents an 
array of evaluation methods that can be used in association with the proposed framework. 

More specifically, the rest of the paper is structured as follows: We start by outlining the 
history of layered evaluation, and the underpinnings of the specific framework presented 
herein (Section  2). Following that, we present the proposed framework, providing a rationale 
and a basis for the evaluation of each of the identified layers, and propose a number of generic 
criteria that can be evaluated in relation to each layer (Section  3). We then provide an 
extensive overview of evaluation methods that can be tailored, or have been specifically 
developed to cater for the idiosyncrasies of evaluating adaptive systems; we focus on methods 
suitable for formative evaluation, and relate these to the proposed framework’s layers, and the 
stages in the development lifecycle of interactive systems (Section  4). We then address 
practical issues related to the employment of the framework, including the derivation of 
application domain- and adaptation type- specific criteria, the tailoring of the layered 
approach to suit individual evaluation requirements, and the selection of appropriate 
evaluation methods for different layers and development stages (Section  5). We next turn our 
attention to limitations of the framework and the general evaluation approach put forward in 
this paper, including the evaluation methods presented, and list some of the complementary 
and alternative approaches that can be used to address these shortcomings (Section  6). 
Finally, we discuss the impact of layered evaluation in the literature thus far, potential 
benefits of its application, and related work in the literature (Section  7). 

2. History and Underpinnings of Layered Evaluation 
The seeds of the idea of decomposing adaptation for evaluation purposes can be traced back 
to Totterdell & Boyle (1990), who propose that a number of adaptation metrics be related to 
different components of a logical model of adaptive user interfaces, to provide what amounts 
to adaptation-oriented design feedback. Furthermore, Totterdell & Boyle (1990) present two 
types of assessment performed to validate what is termed “success of the user model” (note 
that, in their case, the “user model” is also responsible for adaptation decision making): “Two 
types of assessment were made of the user model: an assessment of the accuracy of the 
model’s inferences about user difficulties; and an assessment of the effectiveness of the 
changes made at the interface.” (Totterdell & Boyle, 1990, p. 180) 

This main idea remained dormant for several years, but was revived and further pursued in 
the past decade, in an attempt to resolve the problems encountered when employing methods 
and techniques intended for “traditional” interactive systems to their adaptive counterparts.  

As already mentioned, Brusilovsky et al. (2001, p.3) advocated layered evaluation, “where 
the success of adaptation is decomposed into, and evaluated at, different layers, reflecting the 
main phases of adaptation […]” (see Figure 1). The authors describe the identified layers 
thusly (Brusilovsky et al., 2001) (emphasis by the authors): 
− In the interaction assessment layer, only the assessment phase is being evaluated. That is, 

the question here can be stated as:  “are the conclusions drawn by the system concerning 
the characteristics of the user-computer interaction valid?” or “are the user’s 
characteristics being successfully detected by the system and stored in the user model?” 

− In the adaptation decision making layer, only the adaptation decision making is being 
evaluated. That is, the question here can be stated as: “are the adaptation decisions valid 
and meaningful, for selected assessment results?” 
Simultaneously with the aforementioned idea, two related evaluation frameworks were 

proposed. The first was a process-based framework presented by Weibelzahl (2001), which 
discerned four layers that refer to the information processing steps within the adaptation 
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process (Figure 2 – note that in this figure the steps are represented by arrows, whereas, in the 
rest of the figures in this section, they are represented by rectangular “nodes”):  
− Evaluation of input data (Step 1 in Figure 2), refers to the evaluation of the reliability and 

external validity of the input data acquisition process, as well as of the acquired data itself.   
− Evaluation of the inference mechanism (Step 2 in Figure 2), addresses the evaluation of 

the validity of user properties inferred from the input data previously collected. 
− Evaluation of the adaptation decisions (Step 3 in Figure 2), deals with determining 

whether adaptation decisions made are optimal, determined through the comparison of 
possible alternative decisions based on the same specific set of inferred user properties. 

− Evaluation of the total interaction (Step 4 in Figure 2), finally, is geared towards the 
summative assessment of adaptation, and distinguishes between the evaluation of system 
behaviour (including factors such as the frequency of adaptation), and the evaluation of 
user behaviour (as affected by adaptation) and the system’s overall usability. 

 
 
INSERT FIGURE 1 ABOUT HERE 
 
 
INSERT FIGURE 2 ABOUT HERE 
 
 
This framework has a very clear focus on the empirical evaluation of IAS and has been 

applied in practice to different adaptive learning courses, including several studies with 
thousands of users (Weibelzahl & Weber, 2003). 

The second framework proposed around the same time by Paramythis, Totter and 
Stephanidis (2001) adopts a more engineering-oriented perspective in the identification of 
layers (termed “modules” in the respective paper), focusing in more detail on the different 
components involved in the adaptation process (Figure 3). The framework identifies the 
following stages/components of adaptation in adaptive user interfaces: 
− Interaction monitoring, encapsulates the collection of input data. 
− Interpretation/inferences, refers to inferences drawn upon the collected input data. 
− Modelling, refers to the population of user- context- and other dynamic models, as well as 

to the utilization of any static models (e.g., a domain- or task- model) 
− Adaptation decision making, captures the process of making high-level adaptation 

decisions (e.g., identify products that are likely of interest to the user), on the basis of the 
available models. 

− Applying adaptations, refers to “instantiating” adaptation decisions into the system (e.g., 
showing a panel with the list of recommended products, or promoting them in a list 
including other products). 

 
 
INSERT FIGURE 3 ABOUT HERE 
 
 
Based on these, the framework then goes on to suggest evaluation “modules” that address 

the evaluation of these adaptation stages in isolation or in combination. This framework also 
discusses the issue of formative vs. summative evaluation, and makes some initial suggestions 
as to which (of the then existing) methods and tools might be appropriate for the evaluation of 
different adaptation modules, in order to elicit input for the development process.  

The frameworks discussed thus far have several significant differences, both in the stages 
of the adaptation process they seek to highlight and address, and in the evaluation approaches 
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they (implicitly or explicitly) advocate. However, there is inarguably also a lot of common 
ground: the premise of all these frameworks is that adaptation needs to be decomposed, so 
that its comprising stages/elements can be assessed/evaluated in isolation. Their main 
conceptual differences lie with the decomposition models used, and, in particular, with the 
models’ perspectives on adaptation, as well as with the adopted level of granularity. Figure 4 
provides a pictorial representation of the differences and relations between the 
decompositions proposed by these three frameworks. 

 
INSERT FIGURE 4 ABOUT HERE 
  
Paramythis & Weibelzahl (2005) presented the first steps of an effort to merge or unify the 

common themes of these frameworks. These efforts towards a unification of the alternative 
propositions, culminating into the framework proposed in this paper, are based on the 
introduction of a model of decomposition with the widest possible applicability on existing 
and forthcoming IAS, making few assumptions about implementation and architectural 
properties of the system, but, at the same time, offering a concrete enough guide to evaluation 
activities. 

To arrive at the desired decomposition model, we have examined not only the previously 
proposed frameworks, but also the common properties of existing models and architectures 
for adaptation. Although relatively young, the field of IAS is abundant with conceptual, 
architectural, and functional models of adaptation, spanning a large range of theoretical 
approaches to adaptation, types of adaptation supported, component technologies, etc. (see, 
e.g., Totterdell & Rautenbach, 1990; Oppermann, 1994; De Bra, Houben, & Wu, 1999; 
Jameson, 2001; Koch & Wirsing, 2002; Knutov, De Bra, & Pechenizkiy, 2009). This 
pluralism is further compounded by the existence of domain- and “platform”2- specific 
models/architectures, which cannot be easily generalised or extended in their coverage. For 
example, several reference models have been developed for adaptive hypermedia (e.g., De 
Bra et al., 1999; Koch & Wirsing, 2002; Ohene-Djan, 2002), but currently these are not 
generally applicable to adaptive systems and are rather intended to support software engineers 
in developing systems.  

In examining adaptation models in the literature, we have restricted ourselves to the 
process-oriented ones (as opposed, for instance, to component-oriented ones), so as to allow 
for the maximum possible degree of flexibility in terms of how adaptation is implemented 
(where, in fact, approaches proliferate). We concentrate here on three models (or 
architectures) of adaptive systems that have been proposed in the literature:  
− A very early process-oriented architecture was put forward by Totterdell and Rautenbach 

(1990) (Figure 5), which was the basis for the framework proposed by Paramythis et al. 
(2001) (see also Figure 3). This model relates major architectural elements of adaptive 
user interfaces in a multi-step adaptation process involving the collection of input data 
(Interaction cues), the creation/utilization of models (User/Task Models), and the 
selection of appropriate adaptive interventions (User Interface Variants), all on the basis 
of the underlying Adaptive Theory. 

− Another proposal by Oppermann (1995) describes adaptive systems as consisting of three 
parts: an afferential, an inferential and an efferential component. According to 
(Oppermann, 1995, p. 6), “[t]his nomenclature borrows from a simple physiological 
model of an organism with an afferential subsystem of sensors and nerves for internal and 
external stimuli, with an inferential subsystem of processors to interpret the incoming 

                                                 
2 The term “platform” is used here in its general sense. Exemplifying this use, we would categorise, for instance, 
the “Web” as one such platform, quite distinctly from the “desktop” platform.  
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information, and with an efferential subsystem of effectors and muscles to respond to the 
stimuli”.  

− More recently, Jameson (2001) presented a “general schema” for the processing in user-
adaptive systems (Figure 6), which can be informally described as follows (Jameson, 
2008, p. 433): “A user-adaptive system makes use of some type of information about the 
current individual user, such as the products that the user has bought. In the process of 
user model acquisition, the system performs some type of learning and/or inference on the 
basis of the information about the user in order to arrive at some sort of user model, which 
in general concerns only limited aspects of the user (such as her interest in particular types 
of product). In the process of user model application, the system applies the user model to 
the relevant features of the current situation in order to determine how to adapt its 
behaviour to the user.” 
 
INSERT FIGURE 5 ABOUT HERE 
 
INSERT FIGURE 6 ABOUT HERE 
 
 
These models represent different points of view, and focus on different aspects of 

adaptation. One important similarity that they do have, though, is that they do not attempt to 
be prescriptive in terms of the modules/components that make up an adaptive system. Instead, 
they focus, directly or indirectly, on the “steps” or stages of the adaptation process in 
interactive adaptive systems. 

Even more importantly, the models under discussion exhibit a number of common 
characteristics: 
− They commence with the collection and interpretation of “observation data”, which, in 

these models, relate mainly to the user’s behaviour (see “Interaction Cues” in Figure 5, 
and “Information about the user” in Figure 6).  

− In all three cases, there is an “inference” step, which results in the creation or updating of 
corresponding models, on the basis of the observed data (see “User/Task Models” in 
Figure 5, and “User model acquisition” in Figure 6). Typically, this involves the 
employment of an intelligent mechanism that infers user-, context-, etc., characteristics 
from the raw data. 

− Split between Oppermann’s (1995) “inferential” and “efferential” steps, and represented 
individually in the other two models (see “User Interface Variants” in Figure 5, and “User 
model application” in Figure 6), is the task of making decisions as to how the system 
should be adapted, i.e., how the system behaviour should be changed.  
 
The identified common characteristics of the above models, coupled with the precursor 

work on layered evaluation frameworks for IAS, form a solid basis for the proposal described 
in detail in the next section.  

3. The Proposed Evaluation Framework  

3.1. A Model for “Decomposing” Adaptation 
As already discussed, a comprehensive, yet not prescriptive, model of adaptation is of 
paramount importance to the framework at hand. We have composed this model by factoring 
out and enriching the common elements of previous attempts and the related models outlined 
in the previous sections. Its foundations lie on the identification of three rough categories of 
“activities” in the adaptation process in an IAS: observing and interpreting (user) input; 
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adjusting internal models that evolve on the basis of that input; and, using the up-to-date 
models to determine the system’s adaptive behaviour. This rough set has been elaborated 
upon and refined to better capture elements of the adaptation process that may need to be 
assessed. The resulting model is depicted in Figure 7. Briefly, the main layers of adaptation 
identified are (Figure 7):  
(a) Collection of input data (CID) refers to the assembly of user interaction data, along with 

any other data (available, e.g., through non-interactive sensors) relating to the interaction 
context. 

(b) Interpretation of the collected data (ID) is the step in which the raw input data previously 
collected acquire meaning for the system. 

(c) Modelling of the current state of the “world” (MW) refers to derivation of new knowledge 
about the user, the interaction context, etc., as well as the subsequent introduction of that 
knowledge in the “dynamic” models of the IAS. 

(d) Deciding upon adaptation (DA) is the step in which the IAS decides upon the necessity 
of, as well as the required type of, adaptations, given a particular state of the “world”, as 
expressed in the various models maintained by the system. 

(e) Finally, applying (or instantiating) adaptation (AA) refers to the actual introduction of 
adaptations in the user-system interaction, on the basis of the related decisions.  
 
 
INSERT FIGURE 7 ABOUT HERE 
 
 
It is argued that each of these adaptation layers needs to be evaluated explicitly, although 

not all layers can be “isolated” and evaluated separately in all systems. Furthermore, the 
nature of the IAS will necessarily dictate the relevance of each of these layers. 

Before we move on with the discussion of each of the layers, it is important to make some 
preliminary remarks on the rest of the elements that appear in the model. Firstly, the figure 
contains several elements, “internal” to the IAS (“static” and “dynamic” models, and 
adaptation theory). These are briefly described below. 

The models potentially maintained by the IAS are separated into two broad categories. 
The first category groups together the IAS’s “static” models (comprising, for instance, the 
system model, the task model, the application model, etc.) These are often implicit, i.e., there 
does not necessarily exist an explicit representation of them in the IAS; rather, they may be 
“dispersed” in the form of domain knowledge throughout the system. In several cases, of 
course, explicit representations do exist and are actively used in deciding upon adaptations 
(e.g., in the case of user plan recognition, a task model is a necessity). This first category of 
internal IAS models is used, again implicitly or explicitly, when interpreting input data. 
Consider as an example the case of an adaptive, Web-based course delivery system; the fact 
that the user has requested a specific URL may be interpreted by the system as a request for 
viewing/reading the contents of the corresponding organization of learning material(s). 

The second category groups together the IAS’s “dynamic” models (comprising, for 
instance, the user model3, the context model4, a representation of the interaction history, etc.) 

                                                 
3 It should be noted that, in some categories of adaptive systems, the user model is created once and does not 
evolve over time. In these cases, one might categorize the user model with the static models of the system. 
Nevertheless, these models can still be treated as dynamic, since they refer to individual users and are not 
“shared” among users (as is the case, for instance, with a system’s task model). 
4 The term “interaction context” (often shortened to “context” in this paper) is used to refer to all information 
relating to an interactive episode that is not directly related to an individual user. This interpretation of the term 
follows the definition of context given by Dey & Abowd (2000), but diverges in that users engaged in direct 
interaction with a system are considered (and modelled) separately from other dimensions of context. Therefore, 

 9 



These are models that are updated by the IAS, on the basis of new knowledge that it derives 
from the interpretation of the input data. They are, typically, the main determinant for 
adaptation decisions, and can be used in various ways in the decision-making process (for 
example, a user model can be used to decide upon adaptations for a specific user, or be 
combined with models of other users to provide support for decisions based on the 
characteristics, behaviour, etc., of entire groups of users). 

Figure 7 also introduces an entity termed “adaptive theory”. The term itself is borrowed 
from (Totterdell & Rautenbach, 1990) and is used to refer to the theory that underlies 
adaptations in the system (see also Figure 5). The word theory is not used here in its formal 
sense, but rather to represent the totality of adaptation goals/objectives that drive adaptation in 
the IAS. In several systems, the adaptive theory is dispersed into possibly independent 
adaptation “rules” which are themselves “triggered” by the contents of the IAS’s models (e.g., 
the user model). 

Finally, arrows are used in the figure to denote potential flows of information. Although 
some of the depicted flows will be typical in certain categories of IAS, or in certain 
application domains, only part of them are usually present in any one system. For example, 
the flow from the adaptation decision layer, to the “adaptive theory” entity, exists only in IAS 
that have a, so-called, second adaptation cycle (Totterdell & Rautenbach, 1990) - i.e., systems 
which are capable of assessing their own adaptation decisions and modifying their adaptation 
strategies. 

Note that the above described elements are not part of the model itself. Their inclusion in 
the figure is solely intended to facilitate understanding of the model and support related 
discussions. The proposed decomposition model (and, consequently, the proposed 
framework) is neither based upon, nor presupposes the presence of any of the models 
identified in the figure (with the possible exception of the user model, or its equivalent). 
Further, we explicitly do not assume specific approaches to intelligence, or decision making, 
although the depiction of the model might suggest that. In fact, different approaches along the 
above lines might lead to different groupings of the layers, which, for instance, may happen 
collectively, or have but rudimentary manifestations in an IAS. The subsequent discussion of 
the adaptation decomposition model is explicitly based on these provisions. 

3.2. Layered Evaluation of Adaptation 

In this section we will present in more detail each of the layers that appear in the model and 
discuss whether they need to be evaluated (in isolation or combination) and with what 
objectives. To this end, we will also introduce specific evaluation criteria that can potentially 
serve as “guides” for their respective evaluation “layers”. Criteria that we believe are 
applicable to all layers are discussed separately, after the layers themselves. Discussions 
concerning assessment methods that might be appropriate for evaluating the proposed criteria, 
as well as the scope and practical use of the framework and its relation to the specific 
application domain of the IAS, are deferred until later sections. Table 1 is intended to act as a 
“guide” to the rest of this section, and provides a collective overview of the layers and the 
proposed criteria for each of them, along with the formative evaluation methods that may be 
applicable in each case. To facilitate reading, the relevant portions of the table are repeated at 
the end of the discussion of each layer. 
 
INSERT TABLE 1 ABOUT HERE 

                                                                                                                                                         
the interaction context is characterised, for example, by: features and capabilities of access terminals, 
characteristics of network connections, the user’s current location, current date/time, etc. 
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3.2.1. Collection of Input Data 

The “input” data that an interactive system collects is predominantly derived from the user’s 
interaction with it, i.e., it comes from direct interaction of the user with the system’s user 
interface, or interactive front end5. Data in this category include the user’s pression of a 
button, selection of a link, etc. It is important to note at this point that input data of this nature 
does not necessarily carry any semantic information. It is in the next layer, and with the 
assistance of (implicit or explicit) application- and task- models that this low-level data will 
acquire “meaning” for the system. 

In addition to the traditional input data that an IAS may derive from direct user 
interaction, there exists a host of additional information that may be available to the system, 
from “sensors” not directly or explicitly manipulated by the user. For example, in an adaptive 
environment, the user’s position, direction of movement, gestures, direction of gaze, etc. may 
also be available (Zimmermann & Lorenz, 2008); smart environments such as smart home or 
smart offices often rely on a variety of sensors. The accuracy of these sensors needs to be 
considered, before the resulting data can be used for further inferences. For example, the 
thermometer measuring the office temperature in an intelligent office environment had an 
error of about 2°C (Cheverst et al., 2005) and the positioning system in an adaptive museum 
guide provided a resolution of 5cm and 5° in terms of orientation (Zimmermann, Specht, & 
Lorenz, 2005). In fact, the quality of the input data can be evaluated in a systematic way. 
Using the example of an adaptive museum guide, Schmidt, Zukerman, & Albrecht (2009) 
describe a framework how the impact of uncertainty in sensing technology in physical spaces 
can be investigated. With more and more sensor data available for user modelling, a number 
of IAS have been described that take advantage of such potentially useful information as the 
ambient noise in the user’s environment (Cheverst et al., 2005), the presence of the user in 
front of the interaction “terminal” (Oliver & Horvitz, 2005), the very fact that the user is 
looking at the screen or not, and even the user’s affective state inferred from physiological 
sensors (Cooper et al., 2009). In many cases, the accuracy of these sensors seems to be taken 
for granted. In fact there may be no need to evaluate this layer if previous studies have shown 
that the data is reliable or if it is safe to assume that the data is reliable. Presence of data in 
this category may not directly affect user modelling itself, but most certainly does affect the 
interpretation of user-related data, or may even be used to model the broader context of 
interaction. 

The nature of the sensors and the way in which their input is used will typically determine 
what other criteria may need to be assessed. For instance, excessive latency in a GPS sensor 
may result in the system adapting to a geographical context that “lags behind” the user’s 
current one, and a low sampling rate for an accelerometer may have adverse effects in a 
mobile guide that adapts its output to whether its user is on the move or stationary. It should 
also be noted that certain categories of sensors, especially ones not normally employed in 
interactive situations (e.g., ones related to a person’s physical well being), may well pose 
sensor-and context- specific considerations and may require the introduction of respective 
(possibly entirely custom) criteria. 

It is noteworthy that undetected problems in this layer may have “cascading” effects in 
other layers. Returning to a previous example, treating a user’s position in a physical space, as 
relayed by sensors, as entirely accurate, may lead to problematic interpretations of the users’ 
interests in relation to objects within that physical space. In contrast, when the level of 
inaccuracy that should be anticipated is known, it can well be integrated into the adaptation 

                                                 
5 In the rest of this paper we will be using the term “interactive front end”, rather than “user interface”. This is 
done to explicitly denote a potentially richer interactive experience than the one afforded by today’s WIMP, 
keyboard- and mouse- based user interfaces, as well as to avoid misinterpretations that may result from the 
typical association of the term “user interface” to desktop-based interaction. 
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models of subsequent layers, as demonstrated by Schmidt, Zukerman, & Albrecht (2009). 
These “cascading” effects can arguably occur between most pairs of subsequent layers, but 
are most often neglected in this layer. 

In synthesis, either of the categories of data discussed (i.e., originating from the user, or 
from non-interactive sensors) is subject to “technical” assessments which would determine 
whether factors such as accuracy, latency, sampling rate, etc. are appropriate for the system at 
hand. Given the assumption that “raw” input data does not carry semantic value by itself, such 
assessments may be all that is necessary at this level. A summary of this layer is given in 
Table 2. 

 
 
INSERT TABLE 2 ABOUT HERE 
 
 

3.2.2. Interpretation of the Collected Data 

What is far more interesting and challenging in terms of evaluation is the layer of 
interpretation of the input data. According to the proposed model, this is the very layer at 
which input data acquire “meaning” of relevance to the system. It should be noted that the 
distinction between this stage and the collection of the input data may seem somewhat 
artificial as far as current practice is concerned. It is usually the case that input data is 
retrieved and interpreted in one step. The separation here is not intended as a proposal for a 
new engineering paradigm or implementation approach; rather, it seeks to explicitly identify 
and conceptually dissociate the two stages, thus making it possible to discuss them in 
isolation.  

The interpretation process may be straightforward, in those cases that there exists a direct, 
one-to-one mapping between the raw input data and their semantically meaningful 
counterparts. Examples include the retrieval of a user’s position (when the latter is regarded in 
its strict geographical confines), the identification of a user action in the context of a task, etc. 
When the interpretation is unambiguous, and independently of whether it employs any of the 
system’s “static” models, it can be assessed objectively and in a user-independent manner. 
For instance, an adaptive user support system (Encarnação & Stoev, 1999) might exploit 
action sequences; registering the number of sessions that the user completed or the number of 
the user’s undo actions is probably highly reliable. There is no subjective judgment or other 
noise involved in this observation. 

Potential problems arise when: (a) the interpretation makes use of assumptions, or (b) the 
interpretation requires some level of inference. Assumptions and inferences are quite 
commonly employed in existing IAS, mainly due to the lack of additional data that can better 
describe the context of interaction. A typical example is how adaptive Web-based information 
systems consider a node in the hypermedia space “visited”, “learned”, “of (no) interest”, etc., 
on the basis of how long the user spent on viewing the respective page. Another example is 
sensor data in intelligent homes, which is particularly difficult to interpret (Sixsmith, 2000). 
Although considerable work has gone into developing and proving principles upon which 
“educated” assumptions or inferences can be drawn (see, e.g., Goecks & Shavlik, 2000; 
Claypool, Le, Wased, & Brown, 2001; Spada, Sánchez-Montañés, Paredes, & Carro, 2008), 
these are always dependant on the IAS’s application domain, deployment context, etc. 

A criterion that may need to be addressed at this stage is the validity of the interpretations 
(at least in cases where the interpretations are not straightforward, as discussed above). An 
example where validity plays a central role would be an adaptive news broker (Billsus & 
Pazzani, 1999): Users might provide feedback about a specific news story by selecting one of 
four categories: interesting, not interesting, I already know this, and tell me more about this. 
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But the user’s answer depends on many uncontrollable factors. Users might read the story 
only roughly and might overlook some interesting new facts. Or they might read the same 
story somewhere else afterwards. Or, just for the moment, they might not be interested in this 
kind of stories. Several other threats to validity do arise here, and further inferences might be 
highly biased if the data quality is neither assured nor considered in this process. 

Revisiting the example of the “state” of pages that have been viewed by a user, we could 
now further identify it as a problem of validity of the interpreted data. If the system’s 
assumption (or inference) that a page’s content is “known” by the user is erroneous, this could 
lead to entirely unexpected and unacceptable adaptations, although the rest of the adaptation 
cycle may be flawless. 

Some systems attempt to compensate for potentially erroneous interpretations by 
explicitly incorporating in them the concept of uncertainty. For example, an IAS might assign 
interpretations a probability, which might even be related to similar/related interpretations 
made in the past. Carmichael, Kay, & Kummerfeld (2005) show how the inconsistency of 
sensor data can be modelled. Modelling the uncertainty can help to identify distortions in 
sensor data (Schmidt et al., 2009).  It is claimed that the proposed evaluation criteria for this 
stage of adaptation are valid in this case as well, although their scope may need to be 
adjusted. 

When considering the IAS behaviour from the user’s perspective, we can identify two 
additional criteria that may need to be addressed at this layer, namely predictability of the 
system’s interpretations and scrutability of the system’s interpretations. Jameson (2008) 
defines predictability in this context to represent the extent to which users can predict the 
effects of their actions. We specialize the definition for the needs of applying this criterion to 
this layer, and constrain it specifically to the system’s interpretation of user actions. When 
users have a wrong mental model of the principles of this interpretation, there is a very real 
danger that they will try to modify their behaviour to influence the system’s interpretations 
with unpredictable effects (see, e.g., Zaslow, 2002). 

The second user-oriented criterion proposed is that of scrutability (Kay, 2000). The term 
scrutability is typically employed in user modelling to signify that every user’s model can be 
inspected and altered by its owner. The goal is to enable users to determine themselves what 
is modelled about them and how adaptations based on their models will be conducted. In the 
context of this layer, the relevant dimension of scrutability that applies is the capacity of users 
to determine (i.e., inspect and control) how (or even whether) specific actions of theirs are 
interpreted by the system.  

It is worth discussing at this point the notion of interaction between evaluation criteria. For 
example, making a system thoroughly scrutable may directly contribute to the system’s 
predictability from the user’s perspective. Although in the preceding example the interaction 
is contributory, we will later encounter cases where attempting to maximize one criterion will 
have potential adverse effects on others. It is very important to have a clear picture of such 
interactions between criteria when evaluating a particular adaptive system, and, if possible, to 
decide beforehand what types and levels of trade-offs between “competing” criteria are 
acceptable. 

A summary of this layer is given in Table 3. 
 
 
INSERT TABLE 3 ABOUT HERE 
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3.2.3. Modelling of the Current State of the “World” 

This stage of the proposed model concerns the derivation of new knowledge about the user, 
the user’s group, the interaction context, etc., as well as the subsequent introduction of that 
knowledge in the “dynamic” models of the IAS. There is a definite overlap between this stage 
and the interpretation of the input data; in fact, in several cases, there is no “second-level 
inference” in adaptive systems, which may simply go from interpreting the input data to 
representing those interpretations in an appropriate model. However, more often than not, IAS 
do employ second-level inference, mainly in the direction of relating the interpreted input to 
the current state of the dynamic models, as a basis for deciding the next “state” of those 
models. Inferences can be derived in many different ways ranging from simple rule based 
algorithms to Bayesian Networks, or Case-Based Reasoning systems. 

The main evaluation criterion for this stage is validity of the interpretations/inferences. 
This refers to whether the inferences/interpretations reflect the actual state of the entity being 
modelled. Whereas, in many cases, this can be determined objectively and in a user-
independent manner, this is not always true. For example, an IAS’s inference on a user’s 
interest in a particular piece or category of information (e.g., a tourist information system 
might infer user interest in visiting sites of historical interest), can only be judged on the 
subjective basis of the individual whom the inference concerns. In the context of 
recommender systems, validity is usually tested by n-fold cross validation (see Section  4.3.3) 
of a given dataset (Degemmis, Lops, & Semeraro, 2007; Berkovsky, Kuflik, & Ricci, 2008; 
de Campos, Fernández-Luna, Huete, & Rueda-Morales, 2009). While this setting makes it 
easy to compare and benchmark different modelling mechanisms and algorithms, such 
standardized datasets are not available in many other domains. In these cases, validity may be 
assessed through external criteria such as expert ratings (Suebnukarn & Haddawy, 2006) or 
prediction of a user’s behaviour or performance (Yudelson, Medvedeva, & Crowley, 2008). 

Beyond validity, it is argued that predictability and scrutability also need to be evaluated 
in this layer, although from a slightly different perspective than the one adopted in the 
previous layer. Specifically, predictability, in this case, refers to whether users are capable of 
predicting the system’s modelling behaviour, given the system’s interpretation of their 
actions. Similarly, scrutability, in this case, refers to the users’ capacity to inspect and modify 
the user model itself (as opposed to the processes leading to its creation, or the ones involving 
its utilization). It is in fact this context of scrutiny and tailoring that the term is usually 
employed to convey.  

While the above three criteria (and especially validity) are inarguably the most important 
ones for this stage, there are a number of lower-level criteria that address the modelling 
process in further detail. It is important to note that, in most cases, it only makes sense to 
proceed with these criteria after reasonable levels of validity have been ascertained. The 
proposed lower-level criteria are: (a) comprehensiveness of the model; (b) conciseness of the 
model; (c) precision of the model; and, (d) sensitivity of the modelling process.  

The first criterion, comprehensiveness of the model, is derived from information theory 
and is intended to identify the degree to which the IAS’s model is capable of representing in 
its entirety the inferred/interpreted information about the entity being modelled. In other 
words, this criterion is concerned with how well the model can capture all the knowledge that 
is produced by the system within this particular adaptation stage (for instance, whether there 
are any properties that should be modelled, but are not modelled). Apparently, this is a 
criterion addressing the “structure” of the model and its representational power, as these relate 
to the inference process itself. Consider for example an adaptive learning system which offers 
learners, for every concept to be learned, a main description, a set of examples, and a set of 
self-tests to take. If the system’s learner model is only capable of representing concepts as 
“known” or “not known”(or even a range of possible values between these two extremes) 
rather than modelling the learner’s interactions in more detail, then it will be impossible to 
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take advantage of the rich set of interactions available (and learning states possible) in further 
adapting the system to the user.  

The second lower-level criterion, conciseness of the model, is “symmetric” to the first, 
and seeks to identify properties of the entity being modelled, which can be represented in the 
model, but cannot be inferred from interaction (and, thus, do not need to be modelled). This 
criterion is only relevant if the presence of such redundant “attributes” has adverse effects on 
the system’s design or run-time operation (e.g., if the system’s complexity is unnecessarily 
increased or run-time behaviour is impacted). Returning to the example of the adaptive 
learning system in the previous paragraph, consider the case where the user model is capable 
of representing learning progress in a fine grained way, including explicit representations of 
sub-elements of concepts, such as examples, tests, etc. If these sub-elements are not well 
structured in the system (e.g., not semantically distinguished within pages, necessitating that 
assumptions are made as to whether the learner has encountered them or not, in which order, 
etc.) then it will not be possible to populate the respective entries in the model dependably. 
This might be a problem if computational effort is expended in deriving the poorly 
substantiated entries, and, even more so, if the system’s adaptation logic uses these values as 
if they were always present and dependable. 

The criterion of precision of a model is again derived from information theory, and is 
concerned with the level of precision with which aspects of the user, context, etc., are 
modelled. For example, using a three-point scale to represent a person’s knowledge of a given 
topic is certainly different than using an expanded seven-point scale, or a percentage. An 
alternative way to think about this criterion is that it is concerned with whether properties are 
modelled with enough detail. Whereas a high level of precision is, in general, a desired 
property of IAS, pursuing it may lead to redundancies, without necessarily increasing the 
comprehensiveness of a model. An important differentiating characteristic between the 
criteria of comprehensiveness and precision is that the first is mostly concerned with entire 
aspects of the entity being modelled, while the second addresses the “granularity” of the 
model and the level of precision that can be afforded.  

Lastly, the criterion of sensitivity seeks to identify, on the one hand, how fast the 
modelling process converges to a comprehensive and accurate representation of the entity 
being modelled, and, on the other hand, the effects that fluctuations in the input data have on 
their respective models. Evidently, the desiderata are to: quickly arrive at a model that 
sufficiently represents the outside “world” (including the user), addressing in the process any 
“cold-start” problems (Schein, Popescul, Ungar, & Pennock, 2002); avoid “chase effects” that 
may result from the system’s being too sensitive; and, avoid unnecessary latencies between an 
evident change in the modelled entity and the propagation of that change into the model. This 
is a very delicate subject that needs to be approached with great care both in terms of 
adaptation design and in terms of evaluation. To better comprehend the complexity of the 
particular criterion, consider the example of a system that tries to “understand” whether the 
user’s lack of interest in a previously appealing subject, is temporary or the result of a more 
permanent shift in the user’s interests.  

A summary of this layer is given in Table 4. 
 
 
INSERT TABLE 4 ABOUT HERE 
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3.2.4. Deciding upon Adaptation 

During this adaptation stage the IAS decides upon the necessity of, as well as the required 
type of, adaptations, given a particular “state” (as the latter is expressed in the various models 
maintained by the system, or directly from input data). 

Usually there are several possibilities of adaptation given the same user properties. 
Besides the way in which the system usually adapts, it is often possible to ignore the user 
model completely, or to use a single stereotype for all users. Furthermore, for most systems, 
there are even more adaptation behaviours possible. For instance, a product recommendation 
system might have inferred a strong preference for a specific product. It might now either 
recommend this product to the customer, only limit the possible selection to this product, 
indicate that there is a suggestion without naming it, or even recommend another product 
randomly. Comparing these alternatives might help to explore a kind of baseline that indicates 
what usual (non-intelligent) behaviour could achieve and whether adaptation really has 
advantages. As already discussed, one should be careful when using comparative analysis, 
especially if the “static” system compared against is a “without adaptation” version of the 
system being evaluated.   

There is a very clear distinction between this stage and the next (see “Applying 
Adaptation Decisions” below). This separation can already be seen, for example, in the model 
of Oppermann (1995), where the inferential component (where, among other things, 
adaptation decisions are made) is separated from the efferential component (where adaptation 
decisions are applied). Again this is not necessarily a distinction that exists in practice; it is 
rather a way of facilitating the conceptualisation of the steps that are involved in the 
derivation and application of adaptation decisions, and which are often overlooked in 
evaluating, leading to questionable evaluation results. One “rule of thumb” that we propose 
for the separation between these stages is that, decisions made at this stage, are mainly at the 
semantic and syntactic level of interaction; any further decisions made while effecting 
adaptation should belong to the lower syntactic, or to the lexical/physical level of interaction6.  

The goal in making this seemingly artificial distinction is to foster the separation of the 
adaptation theory (i.e., the foundation of the logic that drives adaptation) from decisions 
(made at design- or run- time) that represent a typical interaction design task, rather than a 
particular adaptation artefact. To return to our very first example again: A decision to guide 
learners would belong to this level; the same is true for more detailed versions of that 
decision, such as “to guide the learner by augmenting links in-place as they appear in the 
text”. All other lower-level decisions (e.g., colour and adornments used to augment links) 
would belong to the next level though. 

The primary aim of this evaluation step is to determine whether the adaptation decisions 
made are the optimal ones, given that the user’s (and, more generally, the “world’s”) 
properties have been inferred correctly. We propose the following evaluation criteria for 
assessing the system towards this end: (a) necessity of adaptation; (b) appropriateness of 
adaptation; and (c) subjective acceptance of adaptation (i.e., does the user think that the 
adaptation is both necessary and appropriate?). 

The necessity criterion is concerned with whether a decided upon adaptation is indeed 
required, given a specific interaction state, as this is represented in the system’s various 

                                                 
6 The terms “lexical”, “syntactic” and “semantic” refer to the three levels at which human-computer interaction 
occurs (Hoppe, Tauber, & Ziegler, 1986; Ziegler & Bullinger, 1991): The lexical level of interaction (also 
referred to as physical), which concerns the structure, presentation attributes, and actual behavior of the input / 
output interaction elements that make up the user interface; it is at this level that interaction physically takes 
place. The syntactic level of interaction, which concerns the structure and syntax of the dialogue between the 
user and the computer, through which the application semantics are made accessible to the user (e.g., specific 
interaction steps taken by the user, method of accomplishing tasks). The semantic level of interaction, which 
involves conveying the system functionality and domain-specific facilities to the end-user. 
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models. This criterion is often directly related to the theory underlying the system’s adaptive 
behaviour, as it addresses the very point at which specific states of the system’s “world 
model” are linked to (at least) high-level strategies for remedying identified problems, or 
capitalizing upon identified opportunities to support users in their interaction with the system 
(or with elements of their environment if the system’s role is a mediating one). For example, 
in a system that seeks to automate commonly performed user tasks, the necessity criterion 
would need to be applied to all cases where the system identifies an action sequence the 
automation of which it believes will benefit the user. 

Having established the need to adapt, one can then move on to the appropriateness of the 
decision made, i.e., is the adaptation decided upon one that can cater for the requirements 
posed by the current interaction context? For example, Nückles, Winter, Wittwer, Herbert, & 
Hübner (2006) observed expert behaviour and how it was influenced by the availability of 
additional knowledge to them. Essentially, they were able to demonstrate which adaptation 
decisions were taken by experts given different user models.  

Finally, subjective acceptance of adaptation decisions refers to the user’s perception of 
whether a decided upon adaptation is both required and appropriate. This criterion is 
complementary to the ones discussed thus far, in that it specifically urges evaluators to 
consider not only the objective dimensions of an adaptation decision, but also its direct effects 
as perceived by end users. It may well be the case that users are uncomfortable with a system 
decision, even if it is ultimately to their benefit (e.g., if it makes obvious a particular non-
complimentary social trait of the user). Subjective acceptance is of particular importance 
when a lack of transparency may affect the user’s trust in the system (Cramer et al., 2008) or 
compromise the user’s privacy, e.g., in a group recommendation situation (Masthoff & Gatt, 
2006). 

When feasible and desirable, a number of more fine-grained user-oriented criteria can also 
be considered for this layer. To start with, predictability of the system’s adaptive behaviour, 
on the basis of its model of the “world” is an essential element in many domains of adaptivity. 
Complementary to predictability is the criterion of scrutability of the system’s adaptive 
behaviour. As was the case in the preceding layer, these criteria reappear, but the perspective 
has again shifted to capture the portion of the adaptation process that is covered by this layer.  

A criterion that is applicable in both this layer and the next is that of breadth of 
experience. Jameson (2008) argues that, especially in IAS that support the user in some form 
of information acquisition, the system’s adaptive behaviour may prevent the user from 
experiencing the full range of items, products, functionalities, etc., that are available. This is 
related to serendipity, a criterion often applied for the evaluation of recommender systems 
(McNee, Riedle, & Konstan, 2006), and intended to convey the extent to which users make 
pleasant new discoveries when using the system. Jameson (2008) points out that a reduction 
of the breadth of experience is especially likely if the system relies more heavily than is 
necessary on an incomplete user model. Although this is quite possible, in the context of this 
framework this criterion is intended to identify decisions that have the described detrimental 
effects that are based on theoretically sufficiently populated and valid models.  

It is noteworthy that we have here another clear example of interaction between proposed 
criteria. Specifically, some of the common methods used in systems to mitigate the 
diminishing of the breadth of experience, such as the systematic proposition of items that are 
not dictated by the current user model in a recommender system (see, e.g., Ziegler, McNee, 
Konstan, & Lausen, 2005), may have direct impact on the predictability of the system’s 
behaviour. It is again recommended that evaluators explore such interactions, especially for 
novel criteria they add to the assessment of individual layers or the system as a whole, and 
that they ensure that the system’s design priorities in this respect are reflected appropriately in 
the evaluation design.  

A summary of this layer is given in Table 5. 
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INSERT TABLE 5 ABOUT HERE 
 
 

3.2.5. Applying Adaptation Decisions 

This stage refers to the actual introduction of adaptations in the user-system interaction, on 
the basis of the related decisions. Although typically subsumed by adaptation decision making 
in the literature, this stage may be varied independently of the decision making process, e.g., 
to account for different adaptation strategies. More importantly, this stage usually “hides” a 
level of adaptation (i.e., the transformation of possibly high-level adaptation decisions to a 
“concrete” form experienced by the user), which only too often, and in several cases 
mistakenly in the authors’ opinion, gets evaluated in tandem with the higher-level decision 
making stage. 

The evaluation criteria that are applicable at this stage depend very much on the type of 
adaptation effected. In most cases, traditional evaluation criteria, such as usability, will be 
highly relevant (Gena & Weibelzahl, 2007). The identification of these criteria can only be 
performed on a case-by-case basis.  

However, there are a number of adaptation-specific criteria that are largely independent of 
the type of adaptation and could be assessed at this stage. We propose that the following be 
considered as a minimum: timeliness of adaptation (i.e., is the decided upon adaptation 
applied in a timely manner - e.g., not too late?); unobtrusiveness of the adaptation (i.e., how 
obtrusive, or obstructive is the application of an adaptation, with respect to the users' main 
interaction tasks); and, user control over the adaptation (i.e., can the user disallow, retract, or 
even disregard an adaptation?). The last criterion is a specialization of controllability, which 
is discussed in detail in Section  3.2.7; it is repeated here explicitly to emphasize the role of the 
current layer in the users’ perception of their control over the system. Furthermore, all of the 
aforementioned criteria can be thought of as directly contributing towards the acceptance of 
the adaptation by the user. 

Criteria that have been suggested for prior layers and also have bearing on the application 
of adaptation decisions are breadth of experience and predictability of the system’s adaptive 
behaviour. In terms of the former, assessment can address the extent to which the way in 
which adaptations are applied precludes (or makes less likely) that users will experience 
certain aspects of the system. In terms of the latter, assessment may address whether 
modifications (incurred by adaptivity) at the physical and syntactic levels of interaction are 
deemed predictable by the user. 

The evaluation of this stage should be approached judiciously, and any related evaluation 
activity should be designed very carefully to measure only the relevant criteria. The difficulty 
in doing so arises from the fact that the users “experience” the grand total of the system’s 
adaptive behaviour through the adaptations that are effected (and of which they are aware). 
Heuristic evaluations by experts in terms of usability criteria can help to detect issues with the 
application of the adaptation decision at early stages of the development cycle (Carmagnola et 
al., 2008). An alternative approach that is more demanding on evaluation (and possibly also 
on development) resources, but enables the straightforward participation of end users in the 
evaluation activities, is the comparison of alternative manifestations of adaptation decisions. 
In such a scenario, two versions of the adaptive system would be in comparison, and they 
would differ only in how specific adaptation decisions are effected. 

A summary of this layer is given in Table 6. 
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INSERT TABLE 6 ABOUT HERE 
 
 

3.2.6. Evaluating Adaptation as a Whole 

The “piece-wise” evaluation of adaptation, as proposed in this paper, can provide valuable 
insight into the individual adaptation stages through which an IAS goes. However, what is 
still missing is the “big picture” – the evaluation of the primary adaptation theory (or 
theories). For example, the basis of adaptation in an adaptive learning system might be that 
guiding learners through the available material, decreases learning time and increases 
retention time of learned material.  

To assert whether such high-level theories (or, seen from a different perspective, 
hypotheses) hold true, one needs metrics that transcend the layered evaluation of adaptation as 
this has been discussed so far. Such metrics must adequately capture the application- and 
adaptation- domains, to be able to more holistically assess the “success of adaptation”. This 
role cannot be fulfilled by the stage-based evaluation criteria proposed in preceding sections, 
as these are “domain-agnostic”, i.e., they make no assumptions, but also no provisions, for 
any particular application domain.  

Browne, Norman and Riches (1990) have proposed that this problem be addressed by: (a) 
articulating and assessing against the system’s objectives, and/or (b) assessing indirectly 
against the underlying theory. In the first case, the evaluation is centred around the 
identification of the objectives that the system aspires to attain (e.g., to speed up the user’s 
interaction with the system, or to decrease the user’s error rate, or to increase user satisfaction, 
etc.) According to Browne et al. (1990) many of the objectives of an adaptive system can be 
expressed as lists of purposes, which, in turn, can be loosely interpreted as the collection of 
“reasons” that led to the introduction of adaptation in the system, in the first place. Metrics 
and assessment methods can then be devised to measure the extent to which the stated 
objectives are met. These metrics might either be subjective, such as perception of and 
satisfaction with the system (Zimmermann & Lorenz, 2008) or may be objective, such as task 
completion time or number of steps required (Bontcheva & Wilks, 2005). 

Following the above approach may not be equally straightforward when the success of the 
system in obtaining its objective is related only indirectly to the aspect of the user interaction 
that the system is attempting to improve. The means for attaining the objective may rest on an 
untested theory. For example, adaptation could be based on a theory that attempts to decrease 
error rates in order to increase user satisfaction. In order to test this theory it is essential that 
error rate data be collected (even though this does not reflect the objective of the whole 
system), and associated with evaluation results regarding subjective user satisfaction. In this 
case, error rates would serve as an indirect metric towards assessing the adaptive theory. 
Related to this concept is that of a “mediator variable” in statistics; the mediator variable is 
typically intended to concretize and/or operationalise the relationship between an independent 
and a dependent variable. When applying this approach evaluators are cautioned that it is 
sometimes very complicated to establish causal relationships between variables in an 
empirically rigorous manner (Green, Ha, & Bullock, 2010).   

Apparently, the formulation/selection of metrics in both of the preceding cases is domain- 
and system- dependent. The establishment of such metrics needs to take place at design time, 
and their assessment must be planned well in advance, as there is a distinct possibility that 
related measurements may require monitoring aspects of the system’s or the user’s behaviour 
which are not part of the primary adaptation cycle. The selection of appropriate 
evaluation/assessment methods and instruments depends, naturally, on the very nature of 
derived metrics. For instance, one would approach in entirely different ways metrics related to 
interaction speed, from those related to user satisfaction, or retention of learning material. 
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The discussion until now may have led readers to the conclusion that the assessment of 
interaction as a whole cannot be approached in a domain-independent way. However, this is 
not necessarily the case. If we accept that there are adaptation goals that are shared by IAS in 
different domains, then we could also formulate metrics that go beyond individual domains. 
For example, Weibelzahl (2003) proposes as a general goal of adaptation the simplification of 
the interaction process, and goes on to introduce the metric of behavioural complexity as a 
means of assessing against the stated goal.  

A summary of this layer is given in Table 7. 
 
INSERT TABLE 7 ABOUT HERE 
 
 

3.2.7. Criteria Applicable in Most Layers 

Beyond the criteria introduced for the individual layers there are some that apply to most, or 
even all layers. Namely these comprise privacy, transparency and controllability. 

Privacy has been identified as a challenge to adaptive systems (Jameson, 2003) due to the 
potential tension between the use of personal data for personalization and the user’s need for 
and concern of privacy (Kobsa, 2007). In fact, privacy is a complex issue that cannot be 
addressed by a single solution. All layers are affected by this issue. Starting with the 
Collection of Input Data layer, it may be necessary to evaluate whether users are willing to 
provide a certain type of information (Ackerman, Cranor & Reagle, 1999) or whether the data 
is allowed to be collected under certain legislation (Wang, Chen & Kobsa, 2006). In regard to 
the MW layer it may be evaluated whether the information in the user model is stored in a 
secure way. In regard to the DA layer, it may be evaluated whether the adaptation may 
potentially disclose information about the user to other users. 

On a similar note, the criterion transparency may need to be evaluated with respect to 
several or all of the layers. In general, it is desirable that a user of an adaptive system can 
understand why the system has made a particular adaptation or recommendation and how the 
system’s adaptive mechanisms work (Jameson, 2003). Accordingly, depending on the system 
domain and application it may be important that the user is aware which information is 
collected (CID layer), which inferences are drawn (MW layer) or why a certain adaptation has 
been chosen (DA layer). Transparency is closely coupled though not identical to scrutability 
(Kay, 2000). A scrutable system allows users to inspect their user model and to change it, e.g., 
in order to remove inaccuracies. Mapped onto the layered approach it may be evaluated 
whether a user can undo or change system interpretations (ID layer), undo or change user 
modelling actions (MW layer), or undo and change adaptation decisions (DA layer). 
Depending on the IAS at hand, it may well be that scrutability subsumes transparency in those 
layers that it is applicable. Care should be exercised when making this assumption, however, 
since transparency is typically understood more expansively and is thus applicable to more 
layers than scrutability. 

Controllability in this context refers to the user’s perceived ability to regulate, control, and 
operate the product (Zhang, Rau & Salvendy, 2007). Users feel in control if the system 
behaviour can be strongly influenced by the actions of the user (Norman, 1994; Winter, 
Wagner & Deissenboeck, 2008). The term is sometimes also used to refer to the system 
property of the ability to move a system around in its entire configuration space (Ogata, 2009) 
which is obviously related but not identical to the user’s subjective perception of being able to 
do so.  
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In the design of adaptive systems, the “ability of the user to determine the nature and 
timing of the adaptation” (Jameson & Schwarzkopf, 2002, p.193) is a key issue, because in 
many systems the adaptation is triggered implicitly by user actions and while some users want 
to control each aspect of adaptivity, others may have less desire to do so. Controllability can 
be evaluated in all layers, but is of particular importance for the following three layers: When 
Modelling the Current State of the World users need to feel in control that they can influence 
what the system thinks about them. When Deciding upon Adaptation users should be able to 
control which decision is taken. When Applying Adaptation Decisions users should be able to 
control how the adaptation is implemented. The specific system goals and domain may 
determine how important controllability is considered for system success. While in adaptive 
learning systems a high level of controllability seems to be desirable (Kay, 2001), it may be 
less so with recommender systems or agent-based systems (Trewin, 2000). As in the case of 
transparency, there are commonalities between the criteria of controllability and scrutability, 
and similar caveats apply as controllability does not necessarily imply a satisfactory level of 
scrutability, but the opposite is usually true. 

Further to the above, there may also exist functional criteria that are of importance to the 
success of adaptivity and need to be subjected to user-based evaluation. For example, whereas 
algorithm complexity is something that can be studied independently (see, e.g., Domshlak & 
Joachims, 2007), it may be necessary to assess in real-world conditions the efficiency of a 
system as perceived by its users. Assessment of this kind of criteria may sometimes require 
the simulation of scale (e.g., in the number of users in the target population), which may be 
addressed with hybrid approaches, such as the employment of simulated users (see Section 
 4.3.2). 

4. Methods for the Formative Evaluation of IAS 
Having presented the proposed evaluation framework for IAS, we now proceed to discuss a 
number of evaluation methods that can be used in conjunction with the framework. Returning 
to the differentiation between formative and summative evaluation, we would like to point out 
that, due to the nature of layered evaluation, this paper focuses almost exclusively on 
formative methods. This bias is due to the fact that, whereas summative evaluation methods 
are well established and in wide use, the same is not true of methods that are formative in 
nature and have been specifically tailored or developed to cater for the distinct nature of IAS. 
This section describes some of these methods and their application in the proposed 
framework. 

Several publications already discuss and/or provide overviews of evaluation methods for 
adaptive systems (for example, Chin, 2001; Gena, 2005; Gena & Weibelzahl, 2007; van 
Velsen, van der Geest, Klaassen & Steehouder, 2008).  

To start with, Chin (2001) presented a detailed discussion of factors that need to be 
considered when planning an empirical evaluation of an adaptive system (termed a “user test” 
in this paper). Chin (2001) placed emphasis on producing rigorous experiments that are well-
controlled, use appropriate statistics, and are reported in sufficient detail. The discussion was 
restricted to summative evaluations (and is, in fact, an excellent guide for evaluators 
interested primarily in this type of studies). Qualitative methods were only briefly presented 
and their employment in adaptive systems not directly addressed. 

Gena (2005) and Gena & Weibelzahl (2007) provide a comprehensive overview of 
evaluation methods for the adaptive web, derived from research in HCI. Inspired by Preece, 
Rogers, Sharp & Benyon (1994) and Dix, Finlay, Abowd & Beale (1998), Gena (2005) 
classifies these methods into: (a) collection of users’ opinions, (b) observing and monitoring 
usage, (c) predictive evaluation, (d) formative evaluation and (e) experiments and tests. This 
classification lacks clarity due to overlaps: for example, observing usage is often done while 

 21 



doing an experiment, and predictive evaluation is often of a formative nature. In later work 
(Gena & Weibelzahl, 2007) this is rectified and a distinction is made between data collection 
methods (including the collection of user opinions and user observation methods) and 
evaluation methods. Gena & Weibelzahl (2007) classified methods according to: (a) the 
factors the methods are most suitable to generate and evaluate (e.g., user satisfaction); (b) 
applicability conditions (e.g., a prototype and presence of expert evaluators); and, (c) their 
advantages and disadvantages. Both papers provide an overview of layered evaluation 
approaches, however the link between the general HCI methods discussed and the evaluation 
of layers in an adaptive system is not made.  

Van Velsen et al. (2008) review user-centred evaluation studies of adaptive and adaptable 
systems. Rather than providing a framework for evaluation, they have taken a descriptive 
approach: mapping the current user centred evaluation practice, reflecting on its weaknesses 
and providing suggestions for improvement (e.g., the need to report think-aloud protocols in 
more detail than current practice). Most of the methods discussed would be qualified as data 
collection methods (as identified in Gena & Weibelzahl, 2007), rather than evaluation 
methods; of these, questionnaires were identified as the most popular method in user-centred 
studies of IAS. 

In contrast to these existing overviews, this section provides an overview of methods 
specifically tailored or developed for the evaluation of IAS. This overview is not intended to 
be exhaustive (for more comprehensive accounts of general HCI evaluation methods readers 
are referred to Maguire, 2001, and Gena & Weibelzahl, 2007). As already discussed, the focus 
will be on formative evaluation methods, and on relating these to the layered evaluation of 
IAS. Furthermore, methods will be related to phases in the life-cycle of system development, 
as this arguably largely determines their applicability/suitability, and, ultimately, selection.  

In particular, this section distinguishes three development phases in which a layer may be 
evaluated: specification, design, and implementation. In contrast to the phases proposed by 
Gena and Weibelzahl (2007), the specification phase excludes the earlier period, in which the 
purpose and goals of a system may be unclear, necessitating investigations of the 
characteristics of users, tasks and contexts of use. The assumption made here is that such 
investigations, if necessary, have taken place prior to the specification phase. In contrast to 
the phases proposed by van Velsen et al. (2008), no distinction is made between high-fidelity 
prototypes and full systems. Arguably, formative evaluation is needed even when a system 
has been fully implemented. Perhaps even more importantly, most of the evaluation methods 
that can be used with a fully implemented system are also applicable with a high fidelity 
prototype. 

The following sub-sections discuss and provide examples from the literature for the 
methods that can be applied in each of the above three phases for the different layers. As 
formative evaluation aims to inform and improve system design, this blurs the distinction 
between design and evaluation. Actually, in user-centred/participatory design, users are 
involved from the start, and design and evaluation go hand in hand.  Therefore, methods 
suitable for the specification phase have also been included. 
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d in detail in the subsections below and in 
section  5.3. 

 

his section can be used when the general functionality that corresponds 

tput. For instance, when considering the AA layer of an adaptive 
news website, participants may be given examples of the layer’s input such as “emphasize 
football news, de-emphasize cricket news” (i.e., the adaptation decisions made by the 
pre  to discuss how the (de-)emphasizing should be 
instantiated. A discussion may ensue of the relative merits of emphasizing through bigger 
fonts, re-ordering the news’ list, adding star annotations, etc. Table 9 provides additional 
exa

INSERT TABLE 9 ABOUT HERE 

Table 8 provides an overview of the methods, categorizing them on the basis of when, 
how, and by whom the evaluation is done. It also shows which layers the method is 
particularly suitable for. This table will be explaine

 
INSERT TABLE 8 ABOUT HERE 
 
 
To conserve space, the terms “input to a layer” and “output of a layer” will be used to 

refer, respectively, to the input and output data of the portion of an adaptive system’s 
functionality that corresponds to one of the framework’s layers (and may match a particular 
system component, although this is not necessary). 

 

4.1. Methods for the Specification Phase 
Methods described in t
to a layer in the proposed framework has been decided, but no design exists yet. In other 
words, the system’s input, and the desired kind of output for that stage are known, but the way 
in which the input will be transformed into output is not (or not fully).  

Three methods are particularly useful in this phase: focus groups, the user-as-wizard, and 
data mining. Which of these methods is most suitable depends on the nature of the layer and 
the availability of data.  If the task under evaluation is one that humans may be good at, then 
the user-as-wizard and focus groups methods are appropriate. If it is possible to obtain a 
dataset that maps input onto ideal output, then data mining may be appropriate. 

4.1.1. Focus Groups 

Focus groups are a type of interview conducted on groups. Participants provide their opinions 
on issues in an informal group setting, facilitated by a moderator (Krueger & Casey, 2009). 
This method is typically used early in the development process, to gather user requirements or 
obtain initial feedback on designs and prototypes. It produces rich qualitative data about what 
users want and (dis-)like. The informal setting encourages discussion. Normally, multiple 
focus groups are held on the same issues to avoid bias due to participant selection and group 
dynamics in one particular group. 

When focus groups are used in the specification phase, participants are told what kind of 
input the layer would have and may be given examples of this input. They discuss how the 
layer should produce its ou

ceding DA layer). They are asked

mples of how focus groups can be used in the specification phase. The “Input” column 
shows what participants are told about the layer’s input. The “Task (Question to group)” 
column shows what the participants are asked to discuss. Where available, examples from real 
studies are provided. If no reference is given, the example is hypothetical and included for 
illustrative purposes only. 
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Focus groups are suitable if humans are good at the task under evaluation. Often, this 

means that they are more appropriate for evaluations addressing the later layers in the 
adaptation process (i.e., MW, DA, AA). Even when participants seem capable of and are 
vocal in discussing how a layer should operate, results need to be used with caution. 
Participants’ subjective opinions may well be wrong. This is expressed in the well-known 
design mantra “users are not designers and designers are not users”.  

For more hands-on information on how to run focus groups see (Krueger & Casey, 2009). 

4.1.2. The-User-as-Wizard 

The user-as-wizard is a method introduced specifically to provide a structured way for using 
humans to inspire the algorithms needed in an adaptive system. This method was first fully 
described by Masthoff (2006), though it had been implicitly (partly) applied before (e.g., 
Masthoff, 2004; Masthoff & Gatt, 2006; de Rosis, Mazzotta, Miceli & Poggi, 2006; Nückles 
et al., 2006). It integrates ideas from both Contextual Design and the Wizard-of-Oz methods. 

king them questions, as users’ behaviour is often instinctive 
and

sed when developing dialogue systems 
tha

at humans tend to be good at adaptation, and, thus, 
observing them in the role of the wizard may provide useful input in designing the system’s 

In this method, participants are given exactly the same information as the 

 consolidation stage, this understanding is consolidated by participants 
jud

Contextual design is an ethnographic method, in which users are observed in their work 
place, to find out how they go about their work, in what environment, using which artefacts 
(Beyer & Holtzblatt, 1997). The idea is that users are the experts in their tasks and that 
observing them is better than as

 their knowledge tacit. For example, Anderson, Boyle & Yost (1985) based their geometry 
tutor on observations of the strategies employed by teachers. However, observing experts in 
their normal setting is not ideal either, as the experts may use background and contextual 
knowledge that are not available to a system. Also, such studies are limited to situations that 
occur in the real-world setting. Finally, they are limited to the design of the system as a 
whole, rather than individual adaptation layers.   

Wizard-of-Oz (see Section  4.3.1) is a method used in user tests in which a system designer 
plays the role of the system. It has, for example, been u

t use speech recognition, to be able to evaluate the interactions without having to worry 
about the quality of the speech. 

In the user-as-wizard method, participants take the role of the wizard, and they are left 
completely free to perform the wizard’s task, without giving them a script to follow. The 
rationale behind this method is th

adaptive behaviour. 
system would have under the layer being evaluated. They deal with fictional users rather than 
real ones. This allows studying multiple participants dealing with the same user and 
controlling exactly what information participants get.   

The method consists of two stages. In the first stage, the exploration stage, participants 
take the role of the adaptive system, or, most frequently, of functionality that corresponds to a 
particular layer. This investigates how humans perform the task that needs to be performed. In 
the second stage, the

ging the performance of others.  
 

Exploration Stage 
Participants are given a scenario describing a fictional user and their intentions (task). Using 
fictional users is a well-known technique in user-centred design, where so-called personas are 
developed as examples of user classes (Cooper, 1999; Grudin & Pruitt, 2002). Similarly, 
scenarios—stories of a persona doing a task—are used extensively (Carroll, 2000). Personas 
and scenarios are also used in cognitive walkthroughs (Wharton, Rieman, Lewis & Polson, 
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In this stage, participants are given the task the adaptive system is supposed to perform. 
 a scenario that describes 7-year-old Mary visiting a museum, and 

y have to adapt. They will automatically base their recommendations on 
wh

roviding criteria on which to judge adaptation; and, (b) how they went 
abo

ample, suppose a navigation 
sup

e 
the

nt to find out participants’ reasons for their judgments. Similar 
bservational methods can be used as in the exploration phase. 

tanders were unable to discriminate between 
dialogue moves of the ITS and a human tutor. However, depending on the layer’s task, we 
ma want it to outperform humans (e.g., when detecting patterns in a user’s typing 
beh performance that is below human performance (e.g., 
when recommending books). 
 

For instance, consider
indicates that Mary likes horses, flowers, and the colour pink. A task given to participants 
could be to recommend three paintings for Mary to view. There is no need to instruct 
participants that the

at they know about Mary. Crucial to the success of the method at this stage is finding out 
the participants’ reasons for their decisions and actions, as this reflects: (a) what participants 
found important, p

ut the task, providing inspiration for the adaptation algorithm. The same observational 
methods as for a user study can be used (see Section  4.3.1). The above process may be 
repeated for several scenarios.  
 
Consolidation Stage 
The consolidation stage verifies the acceptability of the human performance and determines in 
what respects it can be improved. Participants should not have been involved in the 
exploration stage.  

First, participants are given: (a) a scenario involving a fictional user and their intentions; 
and, (b) an associated task. The scenarios and tasks used are typically the same as in the 
exploration stage. 

Next, participants are shown a performance on this task for this scenario. This can be a 
human performance (as from the exploration stage), or it can be a system performance (e.g., 
using an algorithm based on the exploration stage). For ex

port system needs to create a hierarchy of items of interest to the user. In the exploration 
stage, participants have produced such hierarchies. In the consolidation stage, participants are 
shown some of those hierarchies, and some hierarchies produced by an algorithm. Participants 
are not told whether the performance was by a human or system. They are then asked to judg

 quality of task performance (in the example, how good the hierarchies are), potentially on 
multiple criteria. These criteria may be based on factors found to be important through 
observations of participants in the exploration phase (e.g., participants wanted hierarchies to 
be balanced in depth), or from input from system designers, or from indications in the 
literature (e.g., discussions on breadth versus depth in the literature). Again, as in the 
exploration stage, it is importa
o

This procedure may be repeated for several task performances, presented in randomized 
order. Judgments of human performance may be interspersed with judgements of system 
performance. Note that this resembles a Turing test (Turing, 1950), in that we could say that 
our system performs well, if participants judge it as well as they judge human performance. 

Person & Graesser (2002), for instance, used a Turing test to evaluate the naturalness of 
dialogue moves of an ITS, finding that bys

y 
aviour), or may still be satisfied with 

Examples of the use of the method and its stages are presented in Table 10. The “Input” 
column shows what participants are told about the layer’s input, in the form of a scenario. The 
“Task” column shows what the participants are asked to do (i.e., producing the layer’s output 
in the exploration stage, and judging the layer’s output in the consolidation stage). The 
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“Observational method” column indicates what method was used to find out why participants 
acted / made their decisions the way they did. 

 
 
INSERT TABLE 10 ABOUT HERE 
 
A limitation of the user-as-wizard method is that it is not suitable for tasks that humans are 

tation algorithms on human performance is only sensible if humans 

hich 
fea

 that predicts learners’ knowledge from their behaviour, one 
cou

the input (sensor data), they may use information unavailable to the component, such as facial 
expressions. So, this can be used even when humans are not good at the task targeted by the 
eva  desired output using richer input. When using this 
approach, at least two annotators are required and one should report to what extent they agree 
(e.g., using Cohen’s kappa). 

Table 11 shows examples of the use of data mining in the specification phase. The “Gold 
dard used (combinations of layer input and ideal layer 

bad at. Basing adap
perform well. Some tasks are inherently more difficult for humans than for computers. For 
example, humans tend to be bad at processing large amounts of data. For such tasks, they may 
have difficulty not just deciding what to do, but also judging performance. As in the case of 
focus groups, this means that this method is most suitable for the later layers of the 
framework (i.e., MW, DA, AA). Another limitation is that participants’ judgments may not 
always correspond with what would be best for users. For instance, in a study of a medical 
reporting system, it was found that while doctors said they preferred graphs, they actually 
performed better with texts (Law et al., 2005). For this reason, a normal user test will still be 
needed. The user-as-wizard method is only intended as an initial step in the design process.  

 

4.1.3. Data Mining 

Data mining can be a very useful formative evaluation method in the specification phase if 
representative data is available showing which inputs should result in which outputs. Data 
mining techniques can inform the layer’s design by discovering patterns; for example, w

tures of the input are important to predict the output accurately (Mobasher, 2007; 
Mobasher & Tuzhilin, 2009). There are three ways in which such ideal, gold-standard, output 
data can be obtained.  

Firstly, the ideal outputs could be part of an existing dataset. For example, when designing 
a system component that predicts a user’s movie rating based on their ratings for other 
movies, we can use the MovieLens dataset (Herlocker, Konstan, Terveen & Riedl, 2004). If 
this data includes a particular user’s rating for the movie, then this will be the ideal output for 
the layer when it receives as input the other data for that user. 

Secondly, the ideal outputs may be measured directly in a special study. For example, 
when designing an algorithm

ld have learners interact with the system, gather behavioural data (the algorithm’s input) 
and administer a test to measure the learners’ knowledge (the algorithm’s ideal output).  

Thirdly, a special study can be set up to indirectly measure the ideal outputs. For example, 
when designing a component that predicts learners’ emotional state from sensor readings, one 
could have learners interact with the system, gather sensor data, and use human observers to 
annotate observed emotions over time. This differs from the user-as-wizard method, as the 
observers are not really performing the component’s task: instead of deciding based solely on 

luation, but are good at producing the

standard” column shows the gold stan
output). The table also shows how this gold standard was obtained, as this is the most difficult 
aspect of using data mining. The availability of gold-standard output data is also used to 
evaluate designed and implemented systems, see cross-validation below (Section  4.3.3). For 
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hich may have 
bee

 of how the system and its parts will work. It is assumed 
that no (full) implementation of the functionality corresponding to the layer exists yet.  In 

ribed here, a user test (a method typically associated with the 

 is 
app

prevention”. For “Learner control”, they 

 

4.2. Methods for the Design Phase 
Methods in this section may be applied when the design has been (partly) completed. Initially 
in this phase, ideas will exist of how different system components will work, w

n illustrated through storyboards showing what output the components will produce given 
certain input.  Later in this phase, full algorithms and/or graphical user interfaces (GUIs) will 
have been designed, providing clarity

addition to the methods desc
implementation phase) may also be applicable, by using a wizard-of-Oz technique (see 
Section  4.3.1). 

4.2.1. Focus Groups 

While focus groups would most frequently be used in the specification phase, this method
licable in the design phase too. The main difference is that participants are shown the 

system’s input and output for the layer under evaluation, and discuss the output’s 
appropriateness. Table 9 shows examples of focus groups in the design phase.  

The main limitation of using focus groups in the design phase is that they gather 
subjective opinions only; as mentioned above in the user-as-wizard section, what people say 
they like might not be best for them. 

4.2.2. Heuristic Evaluation 

In a traditional heuristic evaluation, usability experts judge a system’s user interface against a 
set of criteria. The most popular heuristics in usability testing are Nielsen’s heuristics 
(Nielsen, 1994a): ten broad guidelines based on a factor analysis of common usability 
problems. When evaluating a layer of an adaptive system, the experts need to be given 
examples of the layer’s input and resulting output. They also need appropriate heuristics.   

Carmagnola et al. (2008) report a heuristic evaluation using the heuristics associated with 
Jameson’s (2003, 2005) five usability challenges for adaptive systems: predictability and 
transparency, controllability, unobtrusiveness, privacy, and breadth of experience. These 
challenges have been proposed in this paper as criteria to be used when evaluating a specific 
layer, or the system as a whole (see section  3.2). Jameson linked these goals to frequently 
encountered properties of adaptive systems that may have detrimental effects in attaining 
these goals. Accordingly, he proposed compensatory and preventive measures. Later, 
Jameson (2009) extended the original five challenges into nine “usability side effects” of 
adaptive systems. This list no longer includes unobtrusiveness, but adds: need to switch 
applications or devices, need to teach the system, unsatisfactory aesthetics or timing, need for 
learning by the user, and imperfect system performance.  

Magoulas, Chen & Papanikolaou (2003) proposed an integration of Nielsen’s original 
usability heuristics with layered evaluation for adaptive learning environments. For each 
layer, they selected a subset of Nielsen’s heuristics which they deemed particularly 
appropriate, and added more detailed criteria for these heuristics. For example, for the ID 
layer, they selected “Learner control” and “Error 
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added criteria such as “the same content is presented in various formats according to the 
lea et of heuristics for a layer appears promising, and it 
ma s sense to have more detailed criteria for heuristics in the context of a layer. However, 
the heuristics they selected for each layer and the criteria proposed do not always seem 
app

 
 HERE 

he control is appropriate for this step, and will 
pro

e user will 
be 

el. If there is a 
GUI which allows users to modify their user model directly, then a cognitive walkthrough can 

ll be able to change a given user model to a 

Modifications to the method may often be required to suit the evaluation of an IAS. In 
particular, experts will likely need to be provided with multiple action sequences per task; 

rning profile”. The idea of a specific s
ke

ropriate. In the example given, the criteria do not seem to address learner control directly, 
but rather automatic adaptation to the learner profile.  

Table 12 shows examples of how the criteria introduced in Section 3 can act as heuristics 
appropriate for layered evaluation. It also shows sample questions that can be asked about the 
layers to judge how well they perform on the criteria. The table is not intended to provide the 
definitive set of heuristics for the evaluation of IAS, though it provides a good starting point. 
It is a challenge for the IAS community to produce such a set, and, in particular, to base such 
a set on an analysis of common problems discovered in IAS and the layers of IAS (similarly 
to Nielsen’s factor analysis of usability problems).  

 

INSERT TABLE 12 ABOUT
 
 
Heuristic evaluation can in principle be applied to every layer, as long as appropriate 

heuristics have been agreed upon. The experts need to have expertise in heuristic evaluation, 
need to understand the meaning of the particular heuristics and questions used, and need to 
understand the layer’s input and output. However, experts are not real users, so results need to 
be treated with caution. In addition, trade-offs between different heuristics may be required 
(as already mentioned in the discussion of the criteria in Section 3). For example, making the 
system status more visible may reduce unobtrusiveness. So, depending on the task and 
domain, some heuristics may be of lower priority than others, and the relative importance of 
heuristics for a particular IAS may need to be considered. 

For more information on how to conduct heuristic evaluations see (Nielsen, 1994a). 

4.2.3. Cognitive Walkthrough 

A cognitive walkthrough (Wharton et al., 1994) focuses on learnability: usability experts 
work through typical user tasks, and decide for each action whether a novice user might 
encounter difficulties. They use the correct action sequence to accomplish each task. For each 
action, they keep four questions in mind: will users expect to do this, will they notice the 
control (e.g., button), will they recognize t

gress be apparent once it has been used. This method is most suitable for the evaluation of 
layers that have direct or indirect effects on the GUI, i.e., the DA+AA layers or the system as 
a whole. For example, consider the evaluation of the DA+AA layers of an ITS which 
annotates lessons with traffic light icons based on whether the learner is ready to learn them 
(after a knowledge test). A cognitive walkthrough can be used to evaluate if a novic

able to select the optimal sequence of lessons to reach a particular learning goal. 
Sometimes it may be possible to evaluate earlier layers of the framework, such as the MW 

layer. For example, consider the evaluation of the scrutability of a user mod

be used to evaluate whether a novice user wi
particular desired state. If there is no such GUI, a cognitive walkthrough can be used only if: 
(a) there is a GUI to provide input to the user model (e.g., rate news stories); and, (b) the 
modelling algorithm has been designed such that a correct action sequence can be identified 
(difficult when Machine Learning is used).  
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after all, the system’s behaviour may well change depending on the user. Also, a cognitive 

lity to be 
eva

responding to an evaluation layer has been implemented, it can be 
ence task-based user 

ater).  

are 

et al. (2006) asked 

, while thinking-

walkthrough (when applied unmodified) typically looks at the first time a user does a task, 
ignoring that the system may change over time, after learning more about the user. 

Unfortunately, there is a complete lack of reported cognitive walkthroughs in the IAS 
community, and therefore, no table with further examples has been provided. For more 
information on how to run cognitive walkthroughs see (Wharton et al., 1994). 

4.3. Methods for the Implementation Phase 
Methods in this section can be used when a prototype of the system functiona

luated has been implemented. This may be a limited prototype which can only deal with a 
subset of inputs, or a full implementation. 

.3.1. User Tests 4

Once the functionality cor
tested by real users. Typically, users are given well-defined tasks to do; h
test will be used to identify the most common type of user test. Measurements are made of 
users’ performance (e.g., how fast they learn in an ITS) and opinions. Observational methods 
are used to identify the cause of problems. The main difficulty of testing an individual layer 
of adaptation is that it may be hard for participants to provide the kind of input required, 
necessitating the presence of special interactive facilities to support the  process (alternatives 
include doing indirect user tests, or employing simulated users, as discussed l

Other pitfalls for the empirical evaluation of adaptive systems have been noted (Chin, 
2001; Masthoff, 2002; Gena & Weibelzahl, 2007; Tintarev & Masthoff, 2009), but these 
not specific to the layered evaluation of adaptive systems and are therefore not repeated here.    
 
Observational Methods 
Different observational methods can be used in a user test, such as:  
− Thinking-aloud. Participants are asked to verbalize their thinking while performing a task 

(Ericsson & Simon, 1993; Lewis, 1982; Nielsen, 1993). Nückles 
experts to think-aloud when deciding what explanation would be best, given the learner’s 
knowledge level. D’Mello, Craig, Sullins & Graesser (2006) used a variant called emote-
aloud: learners verbally expressed their emotions. Porayska-Pomsta et al. (2008) 
suggested asking learners to describe what they are thinking and feeling. 

− Co-discovery. Participants work together with somebody they know well, and their 
naturally arising discussion exposes their thinking (O’Malley, Draper & Riley, 1984).  

− Retrospective testing. Using an interview or questionnaire, participants report their 
thoughts after the task has finished, possibly while watching a video of their actions 
(Nielsen, 1994b). The latter is also called retrospective thinking-aloud
aloud during the tasks is sometimes called concurrent thinking-aloud. 

− Coaching. Participants are encouraged to ask questions when they encounter problems, 
help is provided and notes are made of these issues (Nielsen, 1994b). 
Some changes to the observational methods may be needed when evaluating an IAS. For 

instance, when investigating usability it is normally stressed that participants are not to be 
aided (unless using coaching), and not to be asked direct questions during the task as these 
may guide them. However, when evaluating an adaptive system this may cause problems. For 
instance, users may not even notice the adaptation occurring, which may make it necessary to 
interrupt them, and ask them about it explicitly. For example, when evaluating scrutability, 
and participants fail to notice the scrutability tool (as happened in Czarkowski, 2006), it may 
be good to lead them to it (making a note to improve its visibility). Alternatively, adaptivity-
related activities may be incorporated in the tasks to alleviate this problem.  
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Further to the above, the normal limitations of observational methods apply also when 
evaluating IAS. It is often claimed that both thinking-aloud and co-discovery may interfere 
with participants’ cognitive processes, slowing them down and making them behave differ-
ently than they normally would (as also noted by Chin, 2001). However, the impact may de-
pend on how strictly Ericsson and Simon’s (1993) principles for thinking-aloud are followed. 
Ad

g & Schellens (2004) found that participants enjoyed co-dis-
cov

esting may lead to participants justifying their errors, and being insincere. Ret-
spective testing may suffer from participants not being able to recall why they did things. 

al. (2003) found that concurrent and retrospective thinking-aloud 

erface. This technique is used for rapid 
pro

 is fully implemented.  
Wizard-of-Oz has been used in the evaluation of adaptive systems for a long time. For 

, Greenberg & Mander (1993) used wizard-of-Oz to prototype an intelligent 

hering to these principles, classic thinking-aloud aims at verbalisation without mental 
processing, only prompting by “keep talking”, not establishing personal contact or directing 
the participant’s attention. Usability studies often use a more relaxed approach, which may 
lead to mental processing and interference with task performance (Ericsson & Simon, 1993). 
Even classic thinking-aloud has in some studies been found to decrease task performance (van 
den Haak, de Jong & Schellens, 2003) and increase task duration (Hertzum, Hansen & Ander-
sen, 2009), though it has also been found to have little effect on participants’ behaviour and 
mental processes (Hertzum et al., 2009). In contrast, relaxed thinking-aloud clearly changed 
behaviour and increased perceived mental workload (Hertzum et al., 2009). A change of be-
haviour is even worse when evaluating an IAS, as it may influence the adaptation taking 
place. Based on the above, the classic variant of thinking-aloud would be preferable for 
evaluating an IAS. The coaching method clearly changes task performance as participants can 
ask for help, and may, therefore, be inappropriate for IAS. 

Thinking-aloud also requires training, and is less natural than co-discovery and coaching. 
A study by van den Haak, de Jon

ery more than both concurrent and retrospective thinking-aloud. However, co-discovery 
may be less natural/suitable when a system is supposed to adapt to an individual user (unless a 
user model is provided, as in the indirect experiments discussed below). Thinking-aloud and 
retrospective t
ro
However, van den Haak et 
protocols revealed comparable sets of usability problems. Given the reduction in task per-
formance for concurrent thinking-aloud, they argued in favour of retrospective thinking-
aloud, while noting that it may be less suitable for more complicated tasks. In contrast, van 
den Haak et al. (2004) argued in favour of concurrent thinking-aloud, as it is less resource in-
tensive than retrospective thinking-aloud (which requires twice the amount of time) and co-
discovery (which requires twice the number of participants). They did not find a difference in 
task performance in that study.  

The best observational method is likely to depend on the available resources (time and 
number of participants), the task type and complexity, the type of participants (importance of 
participant enjoyment and naturalness), and the importance of avoiding changes in participant 
behaviour.     
 
Wizard-of-Oz Technique 
If a layer’s functionality has not been implemented yet, it may still be possible to do a user 
test by using a wizard-of-Oz technique (Gould, Conti & Hovanyecz, 1982). A human 
“wizard” (somebody from the design team) simulates the system’s intelligence and interacts 
with the user through a real or mock computer int

totyping when a system is too costly or difficult to build (Wilson & Rosenberg, 1988). The 
wizards tend to follow a precise script. Participants are typically unaware that a wizard is 
used, and believe the system

example, Maulsby
agent. Several recent UMUAI papers report on wizard-of-Oz studies (Miettinen & Oulasvirta, 
2007; Batliner, Steidl, Hacker & Nöth , 2008; Damiano, Gena, Lombardo, Nunnari & Pizzo, 
2008; Conati & Maclaren, 2009). For example, Miettinen and Oulasvirta (2007) used wizard-
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of-Oz to simulate the system functionality that corresponds to the CID / ID layers: sensors 
were simulated by human codings of data. In a layered evaluation, wizard-of-Oz can also be 
useful to simulate layers preceding the one being evaluated, to ensure these work perfectly 
and to enable the evaluation of a layer in isolation. A wizard could also help users to provide 
input for a layer that has no user interface normally. 

09), wizard-of-Oz is impractical for large-

wed 
to f

ation takes time, often 
too

t, standard user tests will be called direct.  
 an indirect user test, participants perform the task on behalf of somebody else, rather 

than for themselves. This allows the evaluator to control the characteristics of the person for 
wh ding the time delay otherwise needed for initializing 
and populating the user model from actual user interactions with the system. Importantly, an 
indirect experiment also ensures that the input to a layer is perfect, making it very suitable for 
lay

ocus on a particular behaviour of the system that did not always 
occur and wanted to remove extraneous factors from the evaluation. Indirect user tests are less 

nd the results may therefore be less reliable.   

inancial and temporal 
term

sessions. It may be hard to get users that can participate long enough for the adaptation to be 

As noted by Walker, Rummel & Koedinger (20
scale research as it creates uncertainty as to whether different facilitators acting as wizards 
may have different effects. 
 
Play-with-Layer 
Play-with-layer is a variant of a user test in which participants are not given tasks, but allo

reely explore the system or layer. They freely input data as if coming from the preceding 
layer in the adaptation process, and judge the output. There are several ways of judging a 
system’s behaviour for a particular layer. Firstly, it can be judged against criteria. Secondly, a 
questionnaire or interview can be used to obtain participants’ opinions. Finally, it may be 
possible to use objective measures, for example the frequency of occurrences of certain 
events, such as adaptations.  

 
Indirect User Test 
A problem with using a user test for an adaptive system is that adapt

 much time to be able for the system to adapt during a typical one-hour experiment. One 
solution is to focus on evaluating the later layers in the framework, with the user model 
provided (by, or to, the participants). When the user model is provided to the participants, this 
comes down to an indirect user test. In contras

In

om participants perform the task, avoi

ered evaluations. George, Zukerman & Niemann (2007) used an indirect experiment 
because they wanted to f

natural for participants, a
Table 13 shows examples of both standard user tests (task-based, direct), and indirect and 

play-with-layer variants. It shows the input of the layer, the task performed by participants 
(for standard and indirect user tests), the measurement and observational methods used, and 
the criteria that the layer is evaluated against. 

 
 
INSERT TABLE 13 ABOUT HERE 
 
 
For more information on how to conduct, design and report user tests see (Robson, 1994; 

Dumas & Loring, 2008). 

4.3.2. Simulated Users 

A general problem with user tests is that they tend to be costly in both f
s. This may be further hampered by difficulties in recruiting a sufficient number of users. 

The situation is even worse when evaluating an adaptive system. Adaptation takes time, so a 
user study may need a long duration or even be longitudinal, with users taking part in multiple 

 31 



ful

 model. Or, as 
we have seen, even when it is possible for the user to provide the input, special interaction 
facilities may need to be implemented for this purpose. For these reasons, the simulated users 
me  of users instead of real users. 

 usability testing, model-based testing has been proposed as a way to quickly test 
systems without the need for real users. Methods such as GOMS (Card, Thomas & Newell, 
198

hat if those assumptions are 
wrong? For example, the simulated voices used for evaluation by Chickering & Paek (2007) 

 to train the baseline model. So, what if these simulated voices were 

given layer. The other part (called the 
tes

ly tested. Recruitment is further complicated by the need for many different types of users 
to fully measure the impact of adaptation, the accuracy of user modelling, etc. In addition, 
comparatively more formative testing is probably needed in IAS, as they tend to contain 
intelligent algorithms, and many adaptation alternatives to compare. Finally, when evaluating 
an individual layer, it may be hard for users to provide the layer’s input. For example, when 
evaluating the DA layer, it may be difficult for users to provide a correct user

thod is based on computational models
In

3) are used as a basis for implementing simulated users (e.g., using a probabilistic model). 
Murray (1993) proposed the use of simulated students for formative ITS evaluation. This 

method has since been used by many ITS researchers (e.g., VanLehn, Niu, Siler & Gertner, 
1998; MacLaren & Koedinger, 2002; Millán & Pérez de la Cruz, 2002; Guzmán, Conejo & 
Pérez-de-la-Cruz, 2007). It has also been used in the evaluation of other types of adaptive 
systems. Table 14 shows example studies. It shows the layer’s input produced by simulated 
users, the measurements taken, and the criteria on which the layer is evaluated. 

 
 
INSERT TABLE 14 ABOUT HERE 
 
 
The advantage of using simulated users is that different aspects of adaptation can be tested 

rapidly, and that the system inputs for the different layers can be controlled. The main 
problem is that the models used for building the simulated users are likely to be based on the 
same assumptions that underlie the adaptive system’s design. W

are a subset of those used
unrealistic? A second issue is that modelling static user behaviour differs from modelling 
adaptive user behaviour. A model that accurately captures user behaviour when the system is 
static, does not necessarily accurately predict how users will behave when a system adapts. 
Finally, despite their usefulness in formative evaluations, simulated users will not be able to 
provide qualitative feedback, or provide subjective opinions on vital aspects of the system 
(e.g., aesthetics, feeling of trust). We therefore advocate using simulated users initially to gain 
rapid insight, and reverting to real users to validate findings. Indeed, most papers mentioned 
in Table 14 report on additional studies with real users to either validate the simulation 
models or to validate the findings of the simulations (Masthoff, 2002; Masthoff & Gatt, 2006; 
Guzmán et al., 2007; Hollink, van Someren & Wielinga, 2007).  

4.3.3. Cross-Validation 

This method is appropriate for validating the accuracy of a layer’s output if there exists a 
gold-standard: representative data showing which inputs should result in which outputs (see 
Section  4.1.3). The data is split into two parts: one part (called the training data) is used to 
inform the design of the system’s functionality for a 

t data) is used to verify the accuracy of the (potentially implemented) design. To avoid 
accidental effects caused by the way the data is split, more rigorous forms of this approach 
tend to be applied, such as k-fold cross-validation (Kohavi, 1995): the data is split into k 
segments, and at any time k-1 segments form the training data, with the remaining segment 
acting as test data. This is repeated k times, with each segment in turn acting as test data.  
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Cross-validation is by far the most frequently used method in UMUAI papers of the last 
three years: it was used 20 times in the period 2007-2009 (compared to only 12 times in all 
the preceding years). This effect, however, may be partly due to the special issues on Data 
Mining and Personalization (Mobasher & Tuzhilin, 2009) and Statistical and Probabilistic 
Methods for User Modelling (Albrecht & Zuckerman, 2007).  Table 11 shows examples of 
cross-validation. Note that components constructed on the basis of results derived from data 
min

There is a question about whether this method has a place in this paper, given our stated 
ion. The method in itself is perfectly valid; however, evaluators 

e, the criteria proposed in section  3.2.7, or the criterion “breadth of 
 

e provides some 

o assist in the design and 
eva

− Objective Metric: captures the objective of the adaptive system (e.g., decrease error rate). 

ing are normally evaluated using cross-validation. 

emphasis on formative evaluat
that use it tend to only apply this method and then report on the accuracy of the evaluated 
component. Therefore, evaluations based on this method tend to be completely summative, 
without any formative insights. In our opinion, this does not have to be the case. The 
accuracies achieved tend to be quite far from 100%, and one wonders whether it would not be 
possible to analyse in what kind of cases the aspect evaluated is sub-optimal, so that at least 
some insight is gained into when it works well and when it needs improving. Another 
limitation of the method is that it only investigates accuracy (be it in all its forms, such as 
MAE, precision, recall, ROC) and sometimes efficiency, and there are many other criteria that 
may need evaluating. Finally, this method’s need for gold-standard output normally makes it 
unsuitable for the DA and AA layers. 

For more information on how to use cross-validation see (Witten & Frank, 2005). 

5. Using the Framework  
Having discussed the framework itself and formative evaluation methods that can be used in 
association with it, in this section we turn our attention to practical issues related to the 
employment of the framework. Firstly, we discuss how the application domain and type of 
adaptation employed may affect evaluation, and specifically the selection and 
operationalisation of assessment criteria. We then concentrate on the evaluation of layers in 
combination for the needs of particular systems and evaluation studies. This is, finally, 
followed by a synthetic view over the evaluation methods presented above, offering 
preliminary guidance for selecting a method (or methods) for specific evaluation settings.  

5.1. Considering the Application and Adaptation Domain 
Section  3.2 discussed a number of criteria that can be used when employing layered 
evaluation. These were selected on the basis of their generality and wide applicability, and 
are, in their majority, layer-specific. However, for all but the most trivial cases, there will be 
attributes of adaptation that are “cross-cutting concerns” over more than one (or even all) 
layers (see, for instanc
experience” argued to be applicable both when deciding upon, and when applying adaptations
– sections  3.2.4 and  3.2.5 respectively). Often, what these attributes are depends on the 
application domain and the type(s) of adaptation supported. Their identification and 
operationalisation is not always a straightforward task, but the literatur
guidelines that can assist towards this end. 

One approach which can be used to guide the selection of criteria comes from Browne et 
al. (1990) who propose that a number of “metrics” be defined t

luation of adaptive systems. Totterdell & Boyle (1990) provide a more detailed account of 
how these metrics can be used to drive the assessment of adaptation. Note that the word 
“metrics”, as used in the preceding publications does not necessarily refer to measurable 
indices in a system, but rather operationalised discrete elements of the system’s adaptive 
behaviour. Of the proposed metrics, some are of direct relevance to the discussion here 
(Browne et al., 1990): 
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− Theory Assessment Metric: required when the success of the system in obtaining its 
objective is related only indirectly to the aspect of interaction that the system is attempting 
to improve (e.g., increase user satisfaction through reduced error rates).  

− Trigger Metric: describes the aspect of user interaction on which the adaptation is based. 
− Recommendation Metric: provides a description of the output of the theory-based part of 

the system (i.e., the adaptation decisions made by the system). 
Totterdell & Boyle (1990) argue that by specifying and assessing these metrics in relation 

to one another, one can answer many questions about the functioning of an adaptive system. It 
is further argued here that the Objective- and Theory Assessment- metrics in particular, can 
serve as a guide for defining criteria that permeate the evaluation of individual layers or the 
system as a whole. Consider, for instance, a system that controls temperature and lighting in a 
house. For such a system, the Objective Metric may be associated with the automatically 

bitants. The Theory Assessment Metric would then possibly 
ants have to exert to attain the desired temperature and 

’s initiative in modifying these settings. Note that 
n design; these high-level metrics would then 

tities that, in turn, can be derived through the 
n methods and data collection instruments. 

A second approach which can be used to guide the selection of criteria, and is along 
similar lines to the specification of metrics, is to focus on the dimensions of adaptation in a 
sy  constituents, to arrive at the operationalisation of 
attributes that need to be assessed during evaluation. Knutov et al. (2009) identify six 
questions that, when answered, can provide a reasonably complete definition of adaptation in 
a sy

tion activities start from this very dimension to 
 as a whole. The integration of 

en by the proposed framework can take place from 

                                                

achieved comfort level of the inha
address the effort levels that the inhabit
lighting settings, in relation to the system
these are but the first steps towards an evaluatio
have to be broken down to measurable quan
application of selected evaluatio

stem, including its determinants and

stem, as well as the ways in which they relate to each other (Figure 8)7: 
− What can we adapt? (What?) 
− What can we adapt to? (To What?) 
− Why do we need adaptation? (Why?) 
− Where can we apply adaptation? (Where?)  
− When can we apply adaptation? (When?) 
− How do we adapt? (How?) 

 
 
INSERT FIGURE 8 ABOUT HERE 
 
 
There are apparent correspondences between the metrics proposed by Totterdell & Boyle 

(1990) and the questions/dimensions put forward by Knutov et al. (2009). Perhaps the most 
important such correspondence is that between the Theory Assessment metric and the 
Adaptation goals (Why?), which is usually what an evaluation of an IAS sets out to assess in 
the first place. It is recommended that evalua
define measurable criteria for individual layers and the system
such criteria into an evaluation process driv
two complementary perspectives: (a) evaluators can specify the layers for which the defined 
criteria are relevant and incorporate them into their evaluation design; (b) the criteria, when 
they represent cross-cutting concerns, may also determine what combinations of layers (a 
subject addressed in the subsequent subsection) may be addressed to get a more holistic 
picture of the system.  

 
7 Knutov et al. (2009) restrict their analysis to Adaptive Hypermedia Systems, but the questions and their 
interrelations are arguably more generally applicable to most classes of IAS.  
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Both propositions put forward here are intended to facilitate the process of formalizing the 
underlying design decisions in an IAS, so as to enable the derivation of the domain-specific 
criteria that will be used to assess these decisions. Of utility in this context may be other 
evaluation frameworks that propose complementary or alternative approaches to layered 
evaluation, and are discussed in Section  6.3. 

5.2. Evaluating Layers in Combination 
When presenting the evaluation layers, it was often remarked that evaluating them in isolation 
may not be feasible due to the nature of adaptivity in the system, the system’s architecture, 
etc. In addition to such practical considerations, one may also have to observe organizational 
and resource constraints that may apply in the evaluation. For instance, a system may be 
sufficiently complex that evaluating each layer in isolation would require an amount of 
resources not readily available. When such constraints exist, or when assessment criteria need 
to be evaluated across layers as discussed above, it may be necessary to evaluate layers in 
combination. This section discusses potential combinations of layers and considerations for 
their employment. 

Starting from the end of the adaptation process, a combination that is often made in the 
literature is between the layers of deciding upon (the type of) adaptations, and the layer of 
effecting the said adaptations in the interactive front end. This combination is often motivated 
by the fact that most adaptive systems do not support alternative manifestations of adaptation 
decisions at the syntactic and lexical levels of interaction. For instance, an adaptive learning 
system usually supports only one way of denoting links are “ready to read”. Although, in 
general, this combination is a reasonable one, evaluators should be careful when drawing 
conclusions about a system’s adaptive theory from results thusly derived. This is especially 
true in the case that results are negative, since this could be attributed either to a faulty 
hypothesis serving as the basis of adaptation, or to an inappropriate incarnation of the 
adaptation decision at the physical level of interaction. This may be the case, for instance, 
with the results reported by Brusilovsky et al. (2001), where the authors ensured the validity 
of the user model, and concluded that the identified problems must lie with the adaptation 
theory – but did not separately check whether alternative manifestation of adaptive navigation 
support might have led to better results. At the opposite end of the spectrum, even if the IAS 
does distinguish between the two layers, it is possible to treat them jointly in terms of 
evaluation by: (a) enumerating all the possible concrete manifestations an adaptation decision 
may have, and (b) treating each decision - concrete instance pair as a distinct decision. 

Another combination often made in the literature merges together the first three layers of 
the proposed framework, treating the collection of input data, its interpretation, and the 
modelling of the resulting knowledge as a single step or a single stage in the adaptation 
process. Again, this is in many cases a reasonable combination, but may suppress the true 
origin of identified problems. Consider the case of a personalized museum guide, in which 
visitations of artefacts in the museum’s physical space are used to infer the visitors’ interests 
in different styles, epochs, artists, etc. If the evaluation of the first three layers in combination 
shows that the user model only poorly represents the users’ real interests, what should that be 
attributed to? The system’s component that determines a person’s position and direction of 
sight in the museum’s rooms? The algorithm that translates a series of positions into “visits”? 
The assumption that visitors will only stand in front of artefacts that fall within their interests? 
The extrapolation of common characteristics between the visited artefacts? In an evaluation 
that merges together the first three layers, such questions may be impossible to answer with 
any certainty.  

A combination that is potentially less challenging than the aforementioned one merges 
together only the first two layers of the proposed framework, namely the collection of input 
data, and its interpretation. This can be entirely straightforward in situations where the 
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interaction data assembled is unambiguous, and/or represents the entirety of data observable 
by the system. In such cases, the only processing that occurs and may, therefore, result in 
errors, is concentrated in the interpretation of the collected data. If, however, this premise 
does not hold, this combination is susceptible to the same kind of problems discussed above. 

It should be noted that by adopting two of the layer combinations discussed above,  
namely treating the first three of the proposed framework’s layers as one and the last two 
likewise, we effectively arrive at the two-layer decomposition proposed by Karagiannidis & 
Sampson (2000). Employment of the two-layered evaluation approach is a major step forward 

ndividual adaptation steps, and 

arding the layers (or 
the

ction of the evaluation methods most appropriate for the evaluation 

icipants, as they are the ones who 

 This could be input that is normally gathered over a long period of 

from traditional practices that make no attempt at assessing i
could be considered the most minimalistic decomposition plausible for evaluating adaptation.  

In summary, combining layers is a reasonable approach under certain circumstances, and 
possibly the only feasible one in some cases. When employing it, however, researchers and 
practitioners should exercise additional caution when: (a) using criteria that are meant for the 
evaluation of individual layers (and whose semantics may be diffused when merging layers); 
and, more generally, (b) planning the evaluation to prevent the occurrence of unattributable 
effects. All potential difficulties that arise when merging layers can be traced back to the fact 
that the individual layers still exist, but are “hidden” (as are their effects on adaptation) from 
the perspective of the evaluator. A thorough understanding of this fact and its repercussions 
is, in the authors’ opinion, a prerequisite for the successful application of the layered 
evaluation approach with combined layers. 

5.3. Selecting Evaluation Methods for Layered Evaluation 
In the planning of evaluation studies, once decisions have been made reg

ir combinations) that need to be assessed, and the criteria this will be done against, the next 
issue to tackle is the sele
settings. The presentation of methods for the formative evaluation of IAS in Section  4 has 
adopted the explicit assumption that the most appropriate evaluation method(s) in a given 
situation will depend on the development phase. Other factors to be considered include who 
will be involved and which data is available.  

From the overview of methods it is clear that the evaluation can either involve users, 
experts, or simulated users. Users are the most realistic part
will end up using the system. Experts may be required when the layer’s input and/or output is 
difficult to understand for ordinary users (e.g., for an IAS using a decision-theoretic model to 
decide upon adaptations). Experts may also have a better understanding of evaluation criteria 
(as required for example for heuristic evaluations and cognitive walkthroughs). Simulated 
users may allow for rapid and controlled testing of multiple alternatives.  

Evaluation methods also differ in terms of the input and output data for the component(s) 
evaluated in each layer: 
− The layer’s input. The input data to the component(s) that embody the functionalities that 

a layer is intended to assess can be either given to the participating end users or experts, or 
decided by themselves.
time, for example a user model that has been built up over a period of weeks. Allowing 
the participants to decide the input may require the development of special interaction 
facilities for this purpose, as most layers will lack this.  

− The layer’s output. Similarly to the input, we can either provide the output data of the 
component(s) corresponding to a layer to the participants, or let them produce that output 
themselves. Presenting such output may require effort, as most components involved in 
the adaptation process will not normally have a front end (interactive or otherwise). 
Another problem is that it may be hard to differentiate between outputs intended to be 
assessed at two layers (e.g., it may be hard to consider the outputs of the Apply 
Adaptation and Decide upon Adaptation layers separately). 
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 compare the output with a gold standard (the ideal output for the 
orresponding input).  
able 8 (see Section  4, page 63) provided an overview of the methods discussed in this 

pap ts. Figure 9 puts together a set of rules of thumb that 
evaluators can follow, summarizing the discussion and propositions made in Section  4. The 
diamonds (◊) indicate questions that guide the selection of methods. For example, the first 
question is what the development stage is, and depending on the answer different methods 

ning, user as wizard, and focus group are 
ther questions. For example, the later two 

INSERT FIGURE 9 ABOUT HERE 

ternative 

Th

c
T
er and how they differ on these aspec

apply. If it is the specification stage, then data mi
possibilities. Which of these is best depends on fur
methods are only suitable if it is a task humans are good at. Note that the organization in 
Figure 9 is only partial, and is intended to facilitate decision making, but not necessarily to be 
the sole driving force in this respect. After all, the best method will also depend on the criteria 
one wants to evaluate. For example, the simulated users method is not suitable to evaluate 
subjective acceptability. 

 
 

 
 

6. Limitations and Alternative Approaches 
In this section we discuss the framework’s scope, focusing on areas that restrict its 
applicability. Following that, we provide a brief account the potential limitations of formative 
evaluation, and how the discussion of formative evaluation methods is also relevant to 
summative evaluation. The section closes with a discussion of complementary and al
frameworks and approaches that have been proposed for the evaluation of IAS, and that one 
may want to consider in order to alleviate some of the discussed shortcomings of the proposed 
approach. 

6.1. Scope and Limitations of the Proposed Framework 
The proposed framework is intended to be applicable to as wide a range of IAS as possible, 
independently of their application domain, type and purpose of adaptation, etc. It is meant to 
guide the design at different stages of the development lifecycle of an adaptive system. The 
framework itself is intentionally not prescriptive in terms of evaluation methods, techniques, 
and data collection approaches, but strives to provide guidance for evaluators to make 
informed decisions on these matters. Although it can be readily used to inform the design of 
summative studies of specific aspects of an adaptive system’s behaviour, it has been primarily 
conceived to facilitate the planning and undertaking of principled formative studies.  

e framework does exhibit a number of limitations that should be taken into account when 
applying it. These relate primarily to the applicability of layers in certain types of IAS, 
aspects of adaptation not directly addressed by the framework, and, arguably, the feasibility 
(in terms of temporal and resource constraints) of applying the framework in its entirety. 

It has already been discussed that some of the proposed layers may not be possible to 
evaluate separately in a system, or, for that matter, may not even exist − a fact probably 
obvious for the case of the first and last layers in the framework, but not exclusive to them. 
For instance, for systems that use inference mechanisms which relate input data and 
adaptation decisions directly −as sometimes found in machine learning systems (Krogsæter, 
Oppermann, & Thomas, 1994; Pohl, 1997, 1999)−, the modelling layer might not be 
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applicable in isolation. One possible way of mitigating this type of problems, namely the 
combination of layers so that the resulting adaptation process stages (and corresponding 
lay

ss, 
com

ective of evaluation. For certain systems it may be possible, for example, to 
trea

c. 
nother limitation lies in the breadth of the framework. Applying all layers and criteria to 

a single system, potentially at various stages of the development process, is next to 
work is meant to inform and guide study design 

an implicit suggestion of a superiority of formative evaluation. 

ers) better reflect the system’s actual operation, has been discussed in detail in Section  5.2.  
At a different level, the framework deliberately does not address the evaluation of meta-

adaptivity. The term is used here to refer to systems that are capable of assessing and 
modifying their own adaptive behaviour, learning, in the process, to identify situations in 
which different adaptations are best applied. Although there are different forms and levels of 
sophistication of meta-adaptivity, some of which not even computationally possible yet 
(Totterdell & Rautenbach, 1990), all of these share one characteristic in common: they require 
that a system be capable of self-evaluating its own adaptive behaviour. In more detail, this 
refers to the run-time assessment of the effects of decided upon and effected adaptations, with 
the intent of evaluating their “success” (i.e., whether the goals underlying their introduction 
have been met). This stage is referred to as “second-level adaptation” in Totterdell & 
Rautenbach (1990) and may further involve the modification of aspects of the lower-level 
adaptation cycle (e.g., by enabling or disabling rules in rule-based adaptation, or by altering 
the “weight” of alternatives, in decision theory-based adaptation).  

The evaluation of meta-adaptivity is, as one might expect, a complicated matter. 
Practically, it necessitates the consideration of an additional second-level adaptation proce

prising:  identification/isolation of the effects of applied adaptations on the user’s 
behaviour; comparison between said effects and the ones intended or desired; and, potentially, 
selection and application of alternative sets of behaviours. A plausible evaluation approach 
may involve ensuring that the system shares the same views as the users with regards to the 
“success”, or “failure” of adaptations. Seen from a different perspective, if an IAS assesses 
and modifies lower-level adaptation “strategies”, then what needs to be evaluated is whether 
any such modifications are optimal from the perspective of the user. Although, from an 
engineering standpoint, the IAS component(s) involved in “adapting the adapter” operate at a 
meta-level with respect to the rest of the IAS components, this distinction may not be relevant 
from the persp

t “meta-adaptations” as just another type of adaptation. This would mean that meta-level 
adaptations are amenable to the same treatment as first-level ones, and can thus be included in 
the layered evaluation as this has been described so far. To the best of our knowledge, there 
do not yet exist proposals in the literature for generically addressing this challenging topi

A

impossible. As mentioned earlier, the frame
decisions. It may neither be feasible nor necessary to apply all layers and criteria. For 
example, the Collection of Input Data layer has not been addressed in evaluation studies of 
many systems. If there are no obvious shortcomings in this layer, the evaluation of other 
layers may take priority. Nevertheless (and this is an important implication of the layered 
approach), due to the implicit dependencies of layers, evaluators need to be aware that a 
problem identified in a higher layer might just be the symptom of problems introduced at 
lower layers.  

The above are some of the limitations of the framework’s scope, but not necessarily the 
only ones. We fully expect that there will exist evaluation settings and system features that 
may render the framework inapplicable. We encourage evaluators to critically consider the 
framework in those cases, and, where applicable, modify and extend it to fit their needs. 

 

L6.2. 
This paper has focused almost exclusively on formative methods. This is not to be interpreted 
as a preference or indeed as 

imitations of Formative Evaluation 
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Th

ing what they are supposed to measure (e.g. how much 
ersonalization helps a student to learn) rather than being hindered by lower-level 

ng properly. Formative studies can also 
e verified later through well-controlled 

er has shown how 
formative evaluation methods can be adapted to cope with layered evaluation and the 

plicable to summative evaluation. 

e relative merits of formative versus summative evaluation have been hotly debated (e.g. 
Cronbach et al., 1980; Scriven 1981, 1991; Chen, 1996). Some of the limitations mentioned 
for formative evaluation are that: 
− Formative evaluations may be more time- and labour- intensive compared to most 

forms of summative evaluation due to relying more on qualitative methods.  
− Formative evaluations do not seek to generalize, so may be more limited in their 

findings. 
− Formative evaluations are not necessarily as carefully controlled; they are typically not 

aimed at producing scientific proof. 
− Formative evaluations may be less suitable for comparisons, as they do not necessarily 

produce an objective measure of “goodness”. 
− Formative evaluations may be less independent, with more involvement of the design 

team. 
These limitations do not necessarily always hold: they depend on how the formative 

studies are set up. Additionally, methods are not necessarily either formative or summative in 
nature; a single study may be used both to determine the system’s value and how to further 
improve it. In fact, Scriven (1991) argued that it is a fallacy that formative and summative 
studies are intrinsically different. The mantra “When the cook tastes the soup, that’s 
formative; when the guests taste the soup, that’s summative” (R. Stake, as quoted in Scriven, 
1991, p. 19) shows that the same method (tasting the soup) can be both formative and 
summative depending on when it is used and for what purpose. So, the methods presented in 
this paper are not necessarily restricted to formative evaluations. Indeed, two of the methods 
described are arguably the most popular ones for summative evaluation of IAS (namely user-
tests and cross-validation). However, the paper provided a formative perspective, for example 
for user tests, emphasising observational methods rather than the reporting of statistics.  

Summative studies have an important role to play in demonstrating the success of the 
ultimate goal of the adaptive system, and their value should, thus, not be underestimated. An 
important role of formative studies is to produce better summative studies. For example, by 
improving system components through formative studies, it can be ensured that the 
summative studies are measur
p
components (such as learner modelling) not worki
produce a qualitative understanding which can b
summative studies.  

On a final note on the subject, summative evaluation is not restricted to evaluating the 
system as a whole. It is possible to perform summative evaluations using the layered 
evaluation framework: evaluating the “value” of individual layers. This pap

evaluation of an adaptive system. Much of this is equally ap
For example, for summative evaluation, it is just as important to ensure that the input received 
from the lower layers is accurate. Evaluators are urged to consider how the factors covered 
here may influence the design of studies and the selection of data collection instruments for 
summative assessment of IAS. 
 

6.3. Complementary and Alternative Approaches 
At this point it is worth briefly recounting some of the complementary, as well as alternative 
approaches to the evaluation of adaptation that have been proposed in the literature. Broadly 
speaking, some of them focus on the identification of criteria, while others address 
complementary aspects of adaptive systems to those of layered evaluation. 
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6.3.1. Identifying Appropriate Evaluation Criteria for IAS 

The first framework that was designed to identify appropriate criteria was introduced by 
Tobar (2003). The approach is based on a so-called map which integrates different design 
perspectives to facilitate the understanding of adaptation assessment and design. Tobar’s 
proposed framework is targeted towards the identification of specific adaptation features that 
need to be assessed, the establishment of criteria for the assessment, and the generation of 
evaluation plans on this basis.  

A more recent approach called AnAmeter, proposed by Tarpin-Bernard, Marfisi-
one proposed by Tobar 
g the procedural means 

description of the system at hand. Although this framework is still at the 
ear

daptation as a whole. 
he evaluation of open learner models and their scrutability is addressed in the SMILI 

framework proposed by Bull and Kay (2007).  As we have briefly seen, although scrutability 
ge in the adaptation process, it has major implications in the evaluation of 
cially if users are able to modify the contents of their personal models (e.g., 

Schottman, and Habieb-Mammar (2009), is somewhat related to the 
(2003), but has important differentiations as well. Instead of prescribin
for identifying adaptation features for assessment, AnAmeter provides a relatively exhaustive 
enumeration of potential adaptation constituents and determinants in an IAS in a tabular form. 
Evaluators can characterize the adaptivity and use the resulting table to determine exactly 
what needs to be assessed. This facilitates the identification of potential conflicts and 
correlations (e.g., where the same determinant affects several constituents). This framework is 
also unique in that it attempts to summarize and quantify the “degree” of adaptation in a 
system, and in that it is supported by a web-based tool that enables evaluators to interactively 
manage the tabular 

ly stages of its development, it appears to bear promise in structuring the adaptation space 
in an easy to understand way. It would also be interesting to see future work examining the 
extent to which this approach can be used in conjunction with layered evaluation. 

6.3.2. Addressing Complementary Aspects of the Evaluation of IAS 

Herder (2003) proposed a utility-based approach to complement the layered evaluation 
process. The basic idea is that the added value of an adaptive system can be expressed by a 
utility function that maps selected, measurable criteria with respect to the performance of the 
adaptive system to a quantitative representation. If one would compare an adaptive system 
with its non-adaptive counterpart, the value of adaptation is the difference in utility between 
the two systems. Herder (2003) argues that the main advantage of the layered evaluation 
approach in this context is that it separates the utility function in several functions in a 
principled manner. 

Magoulas et al. (2003) argue about the need to develop an educational-evaluation model 
and a methodology that include usability testing as standard procedure capable to determine 
the impact of adaptation on learners’ behaviour in an educational environment. As described 
earlier, they introduce modifications to the standard heuristic evaluation approach and 
augment it with criteria that diagnose potential usability problems related to adaptation, 
subsequently integrating it into the layered evaluation approach. In contrast to Jameson’s 
(2003) generic usability challenges these heuristics are formulated for the specific case of 
adaptive educational systems. This not only narrows their applicability but also seems to 
introduce some unnecessary assumptions about the system and the adaptation in particular. As 
shown in Section  4, Heuristic Evaluation can be used to assess several different layers, and 
may in particular be useful to evaluate the a

T

is not itself a sta
other stages, espe
inaccuracies in the model may be attributable to the user’s intervention, rather than to the 
system’s derivation of incorrect assumptions). The SMILI framework allows evaluators to 
characterize the scrutability of a system along a set of seven different purposes of scrutability 
such as an increase of the user models accuracy, or the facilitation of reflection. Different 
elements of the system are then rated against these purposes in order to identify useful 
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potential evaluations, i.e., those that provide evidence of the performance of the system on 
one or more central purposes of the system. While the framework proposed here does address 
scrutability to some extent (as a criterion), the SMILI framework is by far more explicit and 
detailed as far as scrutability is concerned. 

 

7. Discussion 
The main postulation of layered evaluation of IAS is that adaptation needs to be decomposed 
and assessed in layers in order to be evaluated effectively. Since the first introduction of the 
term in 2000, the scientific community has adopted this concept in planning and conducting 
empirical studies. Many authors explicitly refer back to the foundational papers published on 
the topic to justify experimental designs, to provide rationale for goals or structure of their 
evaluation studies (Arruabarrena, Pérez, López-Cuadrado, Gutiérrez, & Vadillo, 2002; 
Ortigosa & Carro, 2003; Petrelli & Not, 2005;  Cena et al., 2006; Goren-Bar, Graziola, 
Pianesi, & Zancanaro, 2006; Glahn, Specht, & Koper, 2007; Kosba, Dimitrova, & R. Boyle, 
2007; Nguyen & Santos Jr, 2007;  Stock et al., 2007; Carmagnola et al., 2008; Limongelli, 
Sci

reaffirms the claim that the evaluation of adaptive systems 
imp

exp

arrone, & Vaste, 2008; Ley, Kump, Maas, Maiden, & Albert, 2009; Popescu, 2009; Santos 
& Boticario, 2009), or to demonstrate methodological shortcomings of existing studies 
(Masthoff, 2002; Gena, 2005; Brusilovsky, Farzan, & Ahn, 2006; Yang & Huo, 2008; Brown, 
Brailsford, Fisher, & Moore, 2009). The fact that layered evaluation received such a high 
level of attention in the literature 

licates some inherent difficulties. 
The benefits of layered evaluation are perhaps representatively illustrated by a set of 

studies of a mobile adaptive multimedia guide system for museums called PEACH (Stock & 
Zancanaro, 2007). PEACH records the visitors’ movements through the museum and collects 

licit feedback about items seen. Based on this data, PEACH provides recommendations 
and a personalised report presented through a live-like agent. PEACH has been evaluated in a 
number of different empirical studies involving the running system respectively prototypes of 
the system. The studies can be associated with different evaluation layers. 

In regard to data collection, the user can express preferences through a so-called “like-o-
meter”. A field study with 140 users showed that visitors are willing to provide their 
feedback. They understood how to use the feedback system and provided a sufficient number 
of ratings (Stock et al., 2007). The study provided evidence that the tool is effective in 
collecting feedback from visitors. 

In regard to the modelling of users, the movements of visitors in the museum were 
recorded and categorized into different behaviour patterns (Zancanaro, Kuflik, Boger, Goren-
Bar, & Goldwasser, 2007). Clustering algorithms confirmed existing qualitative ethnographic 
findings on visitor behaviour. 

In regard to the adaptation decision, a study was designed to explore which “adaptivity 
dimensions” would be accepted by users, i.e., are presentations that rely on one characteristic 
in the user model preferred over decisions that rely on different characteristics? In a 
laboratory study, users were presented with two simulated systems, one being adaptive and 
the other non-adaptive. After expressing their preference for one of the versions, they were 
asked to give reasons for their preference in regard to the four dimensions the system can 
adapt to (location, interest, follow-up, history). The study yielded insights with respect to the 
dimensions of adaptation which may be accepted by different user groups (Goren-Bar et al., 
2006).  

In regard to the instantiation of adaptation it should be noted that the user interface of the 
museum guide evolved over several user-centred design cycles (Goren-Bar et al., 2005). One 
of the interface components on the mobile device is a life-like character that presents 
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information and engages the user. The effectiveness of this character in attracting the visitors’ 
attention was tested in a study with an early prototype (Kruppa & Aslan, 2005). 

The combination of these studies of PEACH and the improvements made based on their 
results contributed to the successful deployment of a full adaptive system in a real-world 
environment. 

The evaluation framework proposed here is centred around a decomposition model that 
identifies five distinct stages in the adaptation process that should be evaluated as individual 
(or

evaluating an 
IAS

me task. The framework thus aims to serve both as an 
ins

 in a variety of application domains. 

he many methods available in the field of HCI, to 
inv

e 
adaptive systems field. The best method to employ at any one time will primarily depend on 
when the evaluation takes place (with respect to the system’s development lifecycle) and the 
characteristics of the layer under consideration. We have addressed this topic, as well as two 
other areas where the application of the framework necessitates that domain- and system- 

 combined) layers. An important point we would like to make about the proposed 
decomposition is that it is neither the only one feasible, nor, necessarily, the most appropriate 
one for all types of assessment of IAS one might want to perform. For instance, it would be 
possible to decompose adaptation on the basis of the software components involved in a 
system’s implementation. Furthermore, even if one takes a process-based approach to the 
decomposition, it is not necessary that the same level of granularity be employed. Our 
proposal tries to strike a balance between, on the one hand, identifying all the individual 
clusters of steps involved in that process, and, on the other hand, having a manageable set of 
coherent and assessable “targets”. A related point that merits attention is that 

 in a layered fashion (irrespectively of whether the proposed model is followed), does not 
directly address “cross-cutting” evaluation concerns, which have implications on all 
adaptation stages. Evaluators are still required to ensure that such concerns are individually 
integrated into the evaluation activities of each stage.  

The proposed framework’s target audience includes potentially most of the actors 
involved in the development of adaptive systems (e.g., usability experts, system designers, 
evaluators), as the framework may be employed from different perspectives. While a 
practitioner might use it to improve an existing system, a researcher might apply the 
framework to several systems in order to compare the quality of different modelling or 
inference approaches for the sa

trument to be used for the principled design of evaluation studies of IAS, but also as the 
common ground between disciplines for the derivation of concrete, validated design 
knowledge for different types of adaptation

Another goal of the framework is to facilitate the integration of evaluation activities in the 
iterative design of IAS. Evaluation can (and, arguably, should) take place throughout a 
system’s development, from early on to inspire the design of adaptive behaviour, up until and 
including the implementation and deployment of a system. In this context, the results of 
formative evaluation can be quite important in terms of system evolution: most often, 
evaluations are not just intended to investigate how good a layer (or system) is, but seek 
insights over what causes problems and why. On the other hand, summative evaluation of 
either individual layers or a system as a whole are also of paramount importance, as they offer 
a solid basis for generalization of findings, and foster theory development, which has been a 
perennial goal of the IAS field.  

Skill is required in isolating and evaluating (combinations of) layers in a system’s adaptive 
behaviour. We have shown examples of how this can be done, several of them grounded on 
evaluation work reported in the literature.  

Normally, multiple evaluation methods will be used during the development of an IAS. 
Adaptive systems can clearly benefit from t

olve users in system design and evaluation. This paper has shown how these traditional 
methods need to be tailored to suit the particular requirements of adaptivity in the user-system 
interaction. It has also described some methods (e.g., User-as-Wizard) that are specific to th
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specific characteristics be taken into account: (a) the potential combination of layers for the 

In closing, the concepts behind layered evaluation have already had a significant impact 
tion of IAS. It is our hope that this paper will foster the wider adoption of the 

tribute to an increase in the number and quality of studies in the field. 
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Appendix (Figures and Tables) 
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Figure 1: Adaptation decomposed into two high-level phases: interaction assessment and adaptation 
decision making (Brusilovsky et al., 2001) 

 
 
 

 
Figure 2: Four-layered decomposition model in the evaluation framework proposed by Weibelzahl (2003). 
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Figure 3: Decomposition model for “modular” evaluation of adaptive user interfaces  

(Paramythis et al., 2001) 
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Figure 4: Comparison of the adaptation decomposition models in the three frameworks presented by 

Brusilovsky et al. (2001), Paramythis et al. (2001) and Weibelzahl (2001). 
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Figure 5: Logical two-level architecture of adaptation;  

adapted from (Totterdell, Rautenbach, Wilkinson, & Anderson, 1990) 

 
 
 
 

 
Figure 6: General schema for the processing in a user-adaptive system; adapted from (Jameson, 2008). 

 (dotted arrows: use of information; solid arrows: production of results.) 
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Figure 7: The adaptation decomposition model underlying the proposed evaluation framework. 
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Figure 8: Classification of Adaptive Hypermedia methods and techniques, adaptation process highlights 

(Knutov et al., 2009) 
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Figure 9: A partial organization of rules of thumb into a decision process for the selection of methods to use in the layered evaluation of IAS



Table 1: An overview of layers and related criteria, along with methods that can be used for their evaluation. 

Layer Goal Evaluation criteria Evaluation methods 

Collection of 
Input Data 
(CID) 

Check quality of 
raw input data 

Accuracy, latency, 
sampling rate 

Data Mining (see 4.1.3);  
Play with Layer (see 4.3.1);  
Simulated Users (see 4.3.2);  
Cross-Validation (see 4.3.3) 

Interpretation 
of the Collected 
Data (ID) 

Check that input 
data is inter-
preted correctly 

Validity of interpreta-
tions, predictability, 
scrutability 

Data Mining (see 4.1.3);  
Heuristic Evaluation (see 4.2.2); 
Play with Layer (see 4.3.1); 
Simulated Users (see 4.3.2);  
Cross Validation (see 4.3.3) 
 

Modelling the 
Current State 
of the “World” 
(MW) 

Check that con-
structed models 
represent real 
world 

Primary Criteria: Valid-
ity of interpretations or 
inferences, scrutability, 
predictability; Secon-
dary Criteria: Concise-
ness, comprehensive-
ness, precision, sensi-
tivity 

Focus Group (see 4.1.1; 4.2.1); 
User-as-Wizard (see 4.1.2);  
Data Mining (see 4.1.3);  
Heuristic Evaluation (see 4.2.2); 
Play with Layer (see 4.3.1); 
Simulated Users (see 4.3.2); 
Cross-Validation (see 4.3.3) 

Deciding upon 
Adaptation 
(DA) 

Determine 
whether the ad-
aptation deci-
sions made are 
the optimal ones 

Necessity of adapta-
tion, appropriateness 
of adaptation, subjec-
tive acceptance of ad-
aptation, predictability, 
scrutability, breadth of 
experience 

Focus Group (see 4.1.1; 4.2.1); 
User-as-Wizard (see 4.1.2); 
Heuristic Evaluation (see 4.2.2); 
Cognitive Walkthrough (4.2.3);  
Simulated Users (see 4.3.2);  
Play with Layer (see 4.3.1);  
User Test (see 4.3.1)  

Applying 
Adaptation 
Decisions (AA) 

Determine 
whether the im-
plementation of 
the adaptation 
decisions made 
is optimal  

Usability criteria, time-
liness, unobtrusive-
ness, controllability, 
acceptance by user, 
predictability, breadth 
of experience 

Focus Group (see 4.1.1);  
User-as-Wizard (see 4.1.2); 
Heuristic Evaluation (see 4.2.2); 
Cognitive Walkthrough (4.2.3);  
User Test (see 4.3.1);  
Play with Layer (see 4.3.1) 

Evaluating 
Adaptation as a 
Whole 

Evaluate the 
overall adapta-
tion theory,  
may be either 
formative or 
summative 

Specific for system’s 
objectives or underly-
ing theory 

Heuristic Evaluation (see 4.2.2); 
Cognitive Walkthrough (see 4.2.3); 
User Test (see 4.3.1); 
Play with Layer (see 4.3.1) 

All layers --- Privacy, transparency, 
controllability 

Focus Group (see 4.1.1; 4.2.1); 
Cognitive Walkthrough (see 4.2.3); 
Heuristic Evaluation (see 4.2.2); 
User Test (see 4.3.1)  

 
 
 

Table 2: Summary of Collection of Input Data Layer 

Collection of Input Data (CID) 

Goal Check quality of raw input data 

Evaluation criteria Accuracy, latency, sampling rate, etc. 

Evaluation methods  Data Mining (see 4.1.3); Play with Layer (see 4.3.1); Simulated 
Users (see 4.3.2); Cross-Validation (see 4.3.3) 
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Table 3: Summary of Interpretation of the Collected Data Layer 

Interpretation of the Collected Data (ID) 

Goal Check that input data is interpreted correctly 

Evaluation criteria Validity of interpretations, predictability (of system’s 
interpretations), scrutability (of system’s interpretations) 

Evaluation methods  Data Mining (see 4.1.3); Heuristic Evaluation (see 4.2.2); Play 
with Layer (see 4.3.1); Simulated Users (see 4.3.2); Cross 
Validation (see 4.3.3) 

  
 

Table 4: Summary of the Modelling the Current State of the “World” Layer 

Modelling the Current State of the “World” (MW) 

Goal Check that constructed models represent real world 

Primary evaluation criteria Validity of interpretations or inferences, predictability (of 
system’s modelling behaviour), scrutability (of user model) 

Secondary evaluation criteria  Comprehensiveness, conciseness, precision, sensitivity 

Evaluation methods  Focus Group (see 4.1.1; 4.2.1); User-as-Wizard (see 4.1.2); 
Data Mining (see 4.1.3); Heuristic Evaluation (see 4.2.2); Play 
with Layer (see 4.3.1); Simulated Users (see 4.3.2); Cross-
Validation (see 4.3.3) 

 
 

Table 5: Summary of the Deciding upon Adaptation Layer 

Deciding upon Adaptation (DA) 

Goal Determine whether the adaptation decisions made are the 
optimal ones  

Evaluation criteria Necessity of adaptation, appropriateness of adaptation, 
subjective acceptance of adaptation, predictability (of system’s 
adaptive behaviour), scrutability (of system’s behaviour), breadth 
of experience 

Evaluation methods  Focus Group (see 4.1.1; 4.2.1); User-as-Wizard (see 4.1.2); 
Heuristic Evaluation (see 4.2.2); Cognitive Walkthrough (4.2.3); 
Simulated Users (see 4.3.2); Play with Layer (see 4.3.1);  
User Test (see 4.3.1) 
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Table 6: Summary of the Applying Adaptation Decisions Layer 

Applying Adaptation Decisions (AA) 

Goal Determine whether the implementation of the adaptation 
decisions made is the optimal one 

Evaluation criteria Usability criteria, timeliness, unobtrusiveness, user control, 
acceptance by user, predictability (of system’s adaptive 
behaviour), breadth of experience 

Evaluation methods  Focus Group (see 4.1.1); User-as-Wizard (see 4.1.2); 
Heuristic Evaluation (see 4.2.2); Cognitive Walkthrough 
(4.2.3); User Test (see 4.3.1); Play with Layer (see 4.3.1) 

 
 

Table 7: Summary of the Evaluating Adaptation as a Whole Layer 

Evaluating Adaptation as a Whole 

Goal Summative evaluation of the adaptation theory 

Evaluation criteria Specific for system’s objectives or underlying theory 

Evaluation methods  Heuristic Evaluation (see 4.2.2); Cognitive Walkthrough (see 
4.2.3); User Test (see 4.3.1); Play with Layer (see 4.3.1) 
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Table 8: Overview of formative evaluation methods for IAS, against a number of selection dimensions.  

How Method When 

Layer’s 
Input 

Layer’s 
Output 

Quality  
assessed 

By 
Whom 

Which 
layers* 

Focus Group Opinions Users / 
Experts 

MW, DA, 
AA 

User-as-
Wizard 

Criteria or 
Gold-standard 

Users / 
Experts 

MW, DA, 
AA 

Data Mining 

Specification 
 

Produced 
 

Gold-standard Experts CID, ID, 
MW 

Focus Group Opinions Users / 
Experts 

MW, DA, 
AA 

Cognitive 
Walkthrough Criteria Experts DA+AA, 

Whole 

Heuristic 
Evaluation 

Design 
 

Given 
 

Criteria Experts Any 

User-Study Given or 
Produced 

Opinions or 
Criteria or 

Performance 

Users / 
Experts 

DA, AA, 
Whole 

Play with 
layer Produced Opinions or 

Criteria 
Users /  
Experts Any 

Simulated 
users 

Implementation 
 

(or Design and 
Wizard-of-Oz) 

Produced Criteria or 
Gold-standard 

Simulated 
Users 

CID, ID, 
MW, DA 

Cross 
Validation Implementation Given 

Given 

Gold-standard Experts CID, ID, 
MW 

 
* CID = Collect Input Data,   ID = Interpret Data,   MW = Model the current state of the world, 

                       DA = Decide upon Adaptation,   AA = Apply (or Instantiate) Adaptation. 



Table 9. Examples of using focus groups in the specification and design phases. 

Phase Layer Input Task (Question to group) 

MW layer of an ITS, which infers the learner’s 
emotional state from test results and sensor 
data.  

The learner has answered 70% of 
questions correctly on the last two 
tests. He is leaning forwards.  

What do you think the learner’s emotional state is?  

AA layer of a news recommender, 
instantiating (de)emphasis. 

Need to emphasize football news and 
deemphasize cricket. 

How do you think the emphasizing/deemphasizing 
should be done?  

DA+AA8 layers of a recommender, deciding 
what features to use to explain a movie’s 
suitability (Tintarev & Masthoff, 2007). 

None provided, participants used 
their knowledge about their own likes 
and dislikes and what was important 
to them. 

How would they like to be recommended or dissuaded 
from watching particular movies  

DA+AA layers of a recommender, deciding 
and instantiating how recommendations are 
presented (van Barneveld & van Setten, 
2003). 

None provided. Participants were 
given some general background on 
what a TV recommender system 
does.  

Users produced mock-ups of the way 
recommendations could be presented and explained. 

Specification 

DA layer of an adaptive health information 
system, deciding what to tell the patient’s 
close friends. (Moncur et al., 2008). 

Scenario: “Imagine that you are the 
close friend of someone whose baby 
was admitted to Neonatal Intensive 
Care after it was born recently”.  

Asked to do a ‘card-sorting’ exercise: given cards 
showing suggested information items, they were asked 
to reach a consensus on what heading to place each 
card under (e.g., “Essential Information”, “Not 
needed”). 

DA+AA layers: overall look of an adaptive 
public administration website (Gena & 
Ardissono, 2004). 

None provided. System mock-ups were provided. 
What do you (dis)like? How can it be improved? 

AA layer of a museum guide, selecting the 
character to present the narrative (Damiano 
et al., 2008). 

Some background on what the role of 
character was going to be. 

Four possible characters for the museum guide were 
shown. What are your opinions on the characters, and 
which is the best one? 

Design 

DA+AA layers of a recommender, deciding 
how to explain (Tintarev & Masthoff, 2008). 

None provided. Screenshots of different ways of explaining   
recommendations were provided. Which are best and 
how to further improve them? 

                                                 
8 We use the notation XX+YY to refer to cases where two layers are evaluated in combination, a subject that we return to in detail in section  5.2. 



Table 10. Examples of using the user-as-wizard  

Layer Stage Input (Scenario) Task Observational 
method 

Expl. 
John, Mary, and Adam are going to watch 
clips together. A table shows their liking 
for each of the clips.  

Decide which five clips the group should 
watch.  Justify DA layer of a group recommender 

system (Masthoff, 2004), selecting a 
sequence of items adapted to a group of 
users. As part of this it has to aggregate 
individual ratings. Cons. 

Slight variation on the scenario above: we 
used “You and two friends (Friend 1 and 
Friend 2)”.  

Judge your and your friends’ satisfaction if 
shown a particular sequence of clips. 
Repeated for three sequences.  

Justify 

DA+AA layers of a support system 
(Nückles et al., 2006). Expl. 

Experts interacted with a real layperson 
and were given information about their 
knowledge level. 

Write instructional explanations of computer 
and internet issues in response to queries 
asked by the layperson. 

Think-aloud. 

DA+AA layers of a system convincing 
people to eat more healthily (de Rosis et 
al., 2006), deciding on arguments and 
message structure. 

Expl. 
A story about a fictional friend, with 
details about her personality, goals, 
habits, and healthy eating facts.  

Construct a message to convince this friend 
to eat more healthily.  None 

MW layer of a group recommender, 
modelling the effect on satisfaction of 
another member’s emotion (Masthoff & 
Gatt, 2006).  

Expl. 

Think of somebody [who meets some 
relationship criterion]. Assume you are 
watching TV together. You are enjoying 
the program a bit.  

Judge how it would impact your satisfaction 
to know that the other person is really 
hating/liking it.  

None 

MW layer of a persuasive system, 
modelling how a user’s attitude changes 
when presented with an argument 
(Nguyen et al., 2007).  

Expl. Participants were told about Adam and 
his current position on nuclear power. 

Judge how a particular argument would 
change Adam’s position. Justify 

Expl. 
Participants were given a set of items of 
interest to a user.  
 

Construct a suitable textbook hierarchy to 
contain the items, inventing titles for 
chapters, sections etc. 

Co-discovery DA+AA layers of a navigation support 
system,  deciding how to group items of 
interest to the user together in a 
hierarchy and how to name groups 
(Masthoff, unpubl.)  Cons. 

Hierarchies were shown, most produced 
in the Exploration Stage, others 
computer-generated.  

Judge the hierarchy on given criteria. 
Explain what they disliked most. Justify 



Table 11. Examples of data mining and cross-validation.  

Method Layer Gold standard How the gold standard is obtained 

MW layer of a recommender that assigns users to 
lifestyles based on on-line behaviour (Lekakos & 
Giaglis, 2007). Learns classification rules. 

Known lifestyles for a set of 
users plus these users’ on-line 
behavioural data. 

Had a portion of the population complete a 
psychographic questionnaire that allows them to be 
classified into lifestyle segments. 

MW layer of a speech recognition system that 
predicts the next user command based on past 
behaviour and context of use (Paek & Chickering, 
2007). Learns decision tree. 

Known speech commands 
given by users for whom we 
also have contextual and past 
data. 

Collected data from existing users: speech commands 
(transcribed), times of commands, personal data 
contained on devices at the time of each command, 
what types of commands users had enabled. 

Data Mining 
and  
Cross-
validation 

ID layer of an ITS which infers a learner’s emotions 
at any given time from conversational features (D’ 
Mello et al., 2008). Learns which dialogue features 
predict which affective state (regression). 

Known emotional state for 
learners for whom we also 
have conversational data. 

Collected conversational data in interactions with the 
ITS, and afterwards measured the learners’ emotions 
(in 20s intervals) using videos showing screen content, 
facial expressions, and speech. This was done through 
self-rating, and rating by peers and trained judges.  

MW layer of a recommender that infers a utility 
function (able to decide on the best k items) from 
users’ qualitative preference statements (Domshlak 
& Joachims, 2007). 

Known ratings and therefore 
known preference orders for 
users for whom we have 
preference statements. 

Uses EachMovie and MovieLens datasets which 
contain movie ratings and attributes/genres. As 
preference statements were unavailable, these were 
generated using a decision tree learning algorithm. 

MW layer of a search support system that infers a 
user’s preference for topics from click patterns 
(Stamou & Ntoulas, 2009). 

Known interest in topics for 
searchers for whom we also 
have click & relevance data. 

Collected data from Google query stream. Users 
provided their general interest in topics for each query 
and rated the relevance of visited pages.  

MW layer of a spoken dialogue tutoring system, 
which infers learning from, amongst others, 
affective state (Forbes-Riley et al., 2008).  

Known learning for learners for 
whom we also have perfect 
input data. 

Measured learning through a post-test. For the training, 
corpora of learner interactions were used, which had 
been annotated with affective states, turn correctness 
and discourse structure. 

MW layer of a movie recommender system 
(Degemmis et al., 2007). 

Known ratings for movies. Uses EachMovie dataset which contains movie ratings 
and movie attributes. 

Cross-
validation 

MW layer of a dialogue system, predicting a 
session’s outcome (Horvitz & Paek, 2007).  

Known outcomes of callers’ 
sessions.  

Used data from the legacy system. 
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Table 12. Examples of proposed evaluation criteria and questions that can be used in heuristic evaluation 

Criteria Example Questions 

Transparency / 
Comprehensibility 

− Does the user know and understand what the system has captured (CID), interpreted (ID) and modelled (MW), and why; what 
adaptation decisions it has taken and why (DA); and how adaptation has happened (AA)? 

Predictability − Is the user able to predict what the effect of their actions will be on the system’s beliefs (ID, MW) and decisions (DA)?  
− Is the adaptation not making the user experience too inconsistent? (AA) 
− Are users asked to approve major changes to the system’s appearance/functioning? (DA, AA) 
− Does the system follow the conventions of applications the user normally uses? (AA) 
− Are adaptations done in a way that fits with user’s expectations from the real world? (AA) 

Privacy − Is the user informed about the kind of data captured about them (CID), the type of inferences drawn (ID, MW), and the way this data is 
stored and used (ID, MW, DA)?  

− Is the user able to decide the kind of data captured about them (CID), inferences allowed to be drawn (ID, MW), adaptations shown 
(AA), which data is stored (ID, MW) and what it is used for (DA)?  

− Is personal data protected in a way similar to the real world? (ID, MW) 

Controllability / 
Scrutability 

− Can the user undo or change system interpretations (ID), user modelling actions (MW), adaptation decisions (DA)? 
− Can the user influence how adaptations are applied (AA), and how inferences (MW) and decisions (DA) are made, e.g., by setting 

parameters that control the system’s behaviour? 

Breadth of 
Experience / 
Serendipity 

− Is the user still able to access material that the system thought was less suitable for them (AA)? 
− Does the system allow users to make unexpected pleasant discoveries, rather than restricting experience (DA / AA)? 

Unobtrusiveness  − Are explanations of system’s actions not disturbing the user unnecessarily and too often? (AA) 
− Is the user’s approval of system actions not sought too often, when it is not really needed? (ID, MW, DA) 

Timeliness − Is the timing of system actions (e.g., messages) appropriately adapted to the users’ activities and context? (DA, AA) 

Aesthetics − Are automatic changes to the system’s appearance aesthetically pleasing? (AA) 

Appropriateness / 
Necessity 
 

− How necessary was the action the system decided upon? (this and the next question should be posed for individual actions, rather 
than collectively)  (DA) 

− How appropriate was the action the system decided upon given the interaction state (and history) and the system’s adaptive theory? 
(this question is not intended to assess whether the theory is valid, but whether the action is consistent with the theory’s relevant 
premises) (DA) 
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Table 13. Examples of standard user tests (task-based and direct), and indirect and play-with-layer variants.  

 Layer Input Task Measurement Observational 
Method Criteria 

MW layer of  a 
recommender system 

Produced by 
participants 

Convince it 
you hate 
cricket. 

Do they succeed and if so, how 
quickly? What causes problems? Co-discovery Transparency 

Scrutability Standard 
 
(task-
based,  
direct) 

DA+AA layers of a 
recommender deciding how 
to explain (Tintarev & 
Masthoff, 2007) 

Participants set their own 
user model, via a 
specially made GUI. 

Decide how 
much you 
like a 
movie. 

Ratings of the explanations on 
various criteria 
 

Justification Effectiveness 
Persuasiveness 

DA+AA layers of an ITS 
that annotates lesson links 

Told about a learner, and 
that the system had 
adapted. 

Select a 
lesson to 
suit this 
learner. 

Do they enjoy using the system, 
trust it, make appropriate and fast 
decisions? What causes confusion?

Co-discovery 

Satisfaction, 
Effectiveness, 

Efficiency 
Trust 

Indirect 
DA+AA layers of a museum 
guide, which decides what 
to tell the user (Goren-Bar 
et al., 2006) 

Told about a visitor, and 
shown videos of aspects 
of interaction with 2 
guides. 

Rate 
guides on 
aspects, 
pick best. 

Justifications were analysed for 
statements related to the criteria. 
Analysed relation between 
personality and preferences. 

Justification 

Acceptability 
Transparency 

Usability 
Memorisability 

CID layer of a news 
recommender, deciding 
what the user looks at 

Participants look at 
different parts of the 
screen. 

How accurately and fast it picks up 
what they look at. Requires a GUI 
showing the layer’s output. 

None Accuracy 
Efficiency 

ID layer of a recommender 
deciding interest based on 
what users look at 

Participants position the 
mouse on items they look 
at. 

Do participants agree with the 
inferred interests?  Retrospective Accuracy 

Acceptability 

DA layer of recommender, 
deciding music based on 
users present and moods 
(Masthoff et al., 2007) 

Participants set users’ 
music preferences and 
simulate users entering 
and exiting. 

Simulator shows the individuals’ 
mood based on music played so 
far. Participants judge the 
decisions. 

Justification Effectiveness 

Play with 
Layer 

Overall experience of a 
museum guide (Stock et 
al., 2007) 

Participants use the guide 
in a real museum setting. 

 
 
 

 

Questionnaires Retrospective 
Ease of use 

Intention to use 
Involvement 
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Table 14. Examples of the use of simulated users.  

Layer Input (through Simulation) Measurement Criteria 

DA layer of an ITS, deciding what 
word-pair to teach next   (Masthoff, 
2002). 

Answers to practice items produced by simulated students, 
based on models of learning proposed in the literature. 
Simulations with varying models and parameter values.  

How many correct responses the 
simulated learners get on average 
on a test, for different variants of 
the DA layer.  

Effectiveness 

DA layer of a Group 
Recommender, deciding which 
music item to play next (Masthoff & 
Gatt, 2006). 

Affective state produced by simulated users. Simulations 
with varying parameter values. 

How the simulated users’ feel at 
any moment based on decisions 
made by different variants of the 
DA layer.  

Effectiveness (to 
keep individuals 

satisfied) 

MW layer of an ITS, inferring 
knowledge based on replies to 
questions (Guzmán et al., 2007).  

Answers to test items produced by simulated students with 
known prior knowledge levels.   

Comparing real knowledge with 
inferred knowledge. Measuring 
time. 

Accuracy 
Efficiency 

MW layer of a navigation support 
system, which divides a website’s 
pages on the basis of user logs into 
sets that correspond to navigation 
stages (Hollink et al., 2007). 

Navigation log files produced by simulated navigators (finite 
state automata modelling transition between navigation 
stages). 

How often did the algorithm 
discover the right number of 
stages? 

Accuracy 

DA layer of a cognitive assistance 
system, deciding when to assist 
(Serna et al., 2007). 

Actions and mistakes when performing a cooking task by 
simulated people with Alzheimer’s disease. The simulation 
model is parameterized according to the different stages of 
the disease.  

Can measure impact of 
assistance provided on number of 
mistakes made. Not really 
covered yet in this study. 

Effectiveness 

MW layer in a dialogue 
management system, personalising 
a baseline model to a voice 
(Chickering & Paek, 2007). 

Speech commands produced by simulated voices with 
varied values for parameters. 

Compared accuracy of different 
strategies for personalizing the 
model.  

Accuracy 
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