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Abstract:  25 

Understanding how genetic and ecological effects can interact to shape genetic loads within 26 

and across local populations is key to understanding ongoing persistence of systems that should 27 

otherwise be susceptible to extinction through mutational meltdown. Classic theory predicts 28 

short persistence times for metapopulations comprising small local populations with low 29 

connectivity, due to accumulation of deleterious mutations. Yet, some such systems have 30 

persisted over evolutionary time, implying the existence of mechanisms that allow 31 

metapopulations to avoid mutational meltdown. We first hypothesize a mechanism by which 32 

the combination of stochasticity in the numbers and types of mutations arising locally (genetic 33 

stochasticity), resulting local extinction, and recolonization through evolving dispersal, 34 

facilitates metapopulation persistence. We then test this mechanism using a spatially and 35 

genetically explicit individual-based model. We show that genetic stochasticity in highly 36 

structured metapopulations can result in local extinctions, which can favour increased 37 

dispersal, thus allowing recolonization of empty habitat patches. This causes fluctuations in 38 

metapopulation size and transient gene flow, which reduces genetic load and increases 39 

metapopulation persistence over evolutionary time. Our suggested mechanism and simulation 40 

results provide an explanation for the conundrum presented by the continued persistence of 41 

highly structured populations with inbreeding mating systems which occur in diverse taxa. 42 

Keywords: Genetic load, metapopulation dynamics, inbreeding, dispersal, genetic 43 

stochasticity, mutational meltdown. 44 

 45 

 46 

 47 



3 
 

 48 

Introduction 49 

A key challenge at the interface of population and evolutionary biology is to understand how 50 

ecology, genetics and resulting evolution can combine to affect long-term persistence of small 51 

populations (Gonzalez et al. 2013; Carlson et al. 2014). Small populations are common in 52 

nature and often situated within highly structured metapopulations (defined as populations of 53 

interconnected local populations Hanski 1998; Harrison and Hastings 1996), where costs of 54 

dispersal can be high and resulting gene flow between local populations can be very restricted. 55 

Local populations then inevitably become increasingly inbred and experience high extinction 56 

risk due to genetic and demographic stochasticity. Accumulation and fixation of deleterious 57 

mutations can then in principle lead to dramatic decreases in fitness and population size, termed 58 

“mutational meltdown” (Lynch and Gabriel 1990). Here, the decreasing census population size 59 

resulting from accumulating deleterious mutations decreases effective population size (Ne), 60 

facilitating further fixation of deleterious mutations and further reduction of population size. 61 

These feedbacks can continue until genetic and demographic stochasticity eventually lead to 62 

population extinction (Lacy and Lindenmayer 1995; Gaggiotti and Hanski 2004). Yet despite 63 

such expected intrinsic challenges, populations of many animal and plant species are known to 64 

have persisted over long evolutionary time in highly structured metapopulations, even 65 

including permanently inbred systems with extremely low dispersal rates and hence very little 66 

gene flow among local populations (Stebbins 1957; Avilés and Purcell 2012; Busch and Delph 67 

2017). The ongoing challenge is therefore to explain such long-term persistence of structured, 68 

inbred populations in the face of expected mutational meltdown (Lynch and Gabriel 1990; 69 

Lande 1994). 70 
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Here, the challenges, and hence the potential solutions, involve the dynamics of genetic 71 

load. In general, genetic load comprises three main components: drift load, defined as the 72 

reduction in fitness caused by deleterious mutations that are fixed in local populations (Crow 73 

and Kimura 1970; Whitlock 2002); mutation load, defined as the average reduction in fitness 74 

due to deleterious mutations at mutation-selection balance (Haldane 1937; Agrawal and 75 

Whitlock 2012); and inbreeding load, defined as the reduction in fitness caused by the 76 

expression of deleterious recessive alleles and loss of heterozygosity at overdominant loci due 77 

to inbreeding. Inbreeding depression is in turn defined as the decrease in fitness of inbred versus 78 

outbred individuals (Keller and Waller 2002; Vandewoestijne et al. 2008; Charlesworth and 79 

Willis 2009; Hedrick and Garcia-Dorado 2016). In particular, inbreeding depression and drift 80 

load can substantially increase extinction risk of small and isolated populations (Kimura et al. 81 

1963; Lande 1994; Saccheri et al. 1998; Higgins and Lynch 2001; Nonaka et al. 2019). 82 

Extensive theoretical investigation has consequently aimed to understand if and how 83 

underlying mutations can be eradicated (i.e. purged, Bataillon and Kirkpatrick 2000; Glémin 84 

2003; Glémin et al. 2003; Ronce et al. 2009; Lande and Porcher 2017). 85 

Inbreeding depression and drift load are not fixed properties of populations but can 86 

evolve and are particularly influenced by Ne (Kondrashov 1985; Porcher and Lande 2016). In 87 

small populations, inbreeding increases homozygosity, exposing deleterious recessive 88 

mutations to selection and thereby decreasing inbreeding load (Agrawal and Whitlock 2012; 89 

Hedrick and Garcia-Dorado 2016). Yet, inbreeding also further reduces Ne and thereby reduces 90 

the efficacy of selection (Crow and Kimura 1970; Ewens 2004). This in turn increases the 91 

probability that deleterious mutations can drift to fixation, increasing drift load. In such 92 

situations, the balance between purging and fixation can readily shift towards fixation and, in 93 

principle, resulting mutation accumulation can dramatically decrease fitness and population 94 

size (Hedrick 1994; Wang et al. 1999; Crnokrak and Barrett 2002; Glémin 2003; Abu Awad 95 
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and Billiard 2017; Caballero et al. 2017; Lande and Porcher 2017). Further, while population 96 

structure (i.e. subdivision into small local populations or demes) increases homozygosity and 97 

hence increases the efficacy of selection against deleterious recessive mutations (Whitlock 98 

2002), strongly subdivided populations with little dispersal will be more affected by drift due 99 

to low Ne (Wright 1931; Crow and Kimura 1970; Glémin et al. 2003). Strong population 100 

structure can therefore lead to accumulation of higher drift load (Whitlock 2002; Glémin et al. 101 

2003), increasing the extinction risk (Lande 1994).  However, to date, there has been little 102 

explicit consideration of the degree to which extinction-recolonization dynamics, and variable 103 

dispersal and resulting gene flow, acting within highly structured systems can potentially 104 

prevent mutation accumulation and hence protect against mutational meltdown and 105 

metapopulation extinction. 106 

Substantial previous work has considered the consequences of extinction-107 

recolonization dynamics for patterns of neutral and, to some extent adaptive, genetic variation 108 

(Wright 1931; Wade and McCauley 1988; McCauley 1991; Hastings and Harrison 1994; 109 

Harrison and Hastings 1996; Pannell and Charlesworth 2000; Whitlock 2004), and for 110 

evolution of some life-history traits such as dispersal (Olivieri et al. 1990, 1995; Leimar and 111 

Norberg 1997; Olivieri and Gouyon 1997; Travis and Dytham 1998; Gandon and Michalakis 112 

1999). Such dynamics could also be hypothesized to protect highly structured metapopulations 113 

against inevitable extinction due to large genetic loads (Fig. 1). Specifically, if dispersal and 114 

hence gene flow is initially restricted, local populations will be demographically and 115 

genetically largely independent (Olivieri et al. 1990). Different local populations will then 116 

accumulate different mutations and genetic loads, and hence experience different levels of 117 

extinction risk purely because of genetic stochasticity (Fig. 1I; Hanski 1998). Resulting 118 

genetically driven extinctions of local populations with higher load (i.e. local mutational 119 

meltdowns) could then facilitate overall reduction of mutation load at the metapopulation level 120 
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(Fig. 1II). Following such genetically driven local extinctions, recolonization of empty space 121 

by dispersers originating from surviving local populations with lower load (Fig. 1III) could 122 

then allow demographic recovery of the whole metapopulation with reduced load, and thereby 123 

increase system persistence time (Fig. 1IV). This overall hypothesis (Fig. 1) implies that 124 

intertwined dynamics of genetic load, dispersal and resulting local extinctions and 125 

recolonizations acting over long evolutionary timeframes in highly structured metapopulation 126 

systems could provide one route by which such systems can avoid, or delay, extinction in 127 

nature. Such outcomes would be manifested through substantial fluctuations in overall 128 

metapopulation size (i.e., severe decreases in numbers of individuals followed by recovery), 129 

with underlying transient dynamics of genetic load and dispersal (Fig. 1). 130 

 Indeed dispersal, defined as any individual movement potentially leading to spatial 131 

gene flow (Ronce 2007), comprises one fundamental property of any dynamic metapopulation 132 

system. Previous studies have shown that dispersal can rapidly evolve in response to multiple 133 

drivers (Bowler and Benton 2005; Clobert et al. 2012) including kin competition (Comins et 134 

al. 1980), environmental stochasticity (Hanski and Gilpin 1997), and inbreeding depression 135 

(Perrin and Mazalov 2000; Jaquiéry et al. 2009), but can be constrained by multiple costs that 136 

dispersing individuals may incur (Bonte et al. 2012). Further, while the level of dispersal shapes 137 

metapopulation structure, metapopulation structure can also feed back to affect dispersal 138 

evolution. This is because the availability of empty habitat patches due to local extinctions 139 

allows dispersing individuals to escape from negative density-dependence acting in full habitat 140 

patches, and from local inbreeding, and therefore will influence the extent to which increased 141 

dispersal is favoured by selection (Olivieri et al. 1990, 1995). Such interacting dynamics 142 

between local extinctions and dispersal evolution have been well studied for cases where local 143 

extinctions occur due to environmental and/or demographic stochasticity, where high dispersal 144 

probability is predicted to evolve (Slatkin 1977; Foley 1994; Pannell and Charlesworth 1999; 145 
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Zheng et al. 2009; Travis et al. 2010). Here, frequent dispersal not only allows recolonization, 146 

but also increases the overall Ne, thereby reducing accumulation of drift load (Whitlock 2002; 147 

Glémin 2003), and reducing the probability of extinction. However, when dispersal costs are 148 

high, and local extinctions occur because of intrinsic genetic stochasticity resulting from 149 

random variation in numbers and types of mutations arising in different local populations 150 

alongside inevitable demographic stochasticity, it is not yet clear whether interacting dynamics 151 

between local extinctions and dispersal could still emerge, or hence whether rapid dispersal 152 

evolution could prevent metapopulation extinction by mutational meltdown.  153 

Accordingly, we test the overall hypothesis that intrinsic genetic stochasticity, dispersal 154 

evolution and resulting metapopulation dynamics arising in highly structured metapopulation 155 

systems can jointly act to reduce system-wide genetic load, and thereby increase 156 

metapopulation persistence through long evolutionary time (Fig. 1). This encompasses the 157 

possibility that rapid dispersal evolution, following extinctions of local populations with higher 158 

genetic load that would create empty patches and cause strong selection for dispersal, can be a 159 

key mechanism that allows recolonization of the entire system from remnant local populations 160 

which have persisted due to lower genetic load, and thus temporarily rescue the whole 161 

metapopulation from extinction.  162 

To fully capture the focal stochastic processes, we test our hypotheses by building and 163 

analysing a spatially and genetically explicit individual-based model, where both genetic load 164 

and dispersal probability can evolve. We first examine whether substantial fluctuations in 165 

metapopulation size, which are one expected manifestation of our proposed mechanism (i.e., 166 

collapse and recovery, Fig. 1), can arise across a range of dispersal costs and are associated 167 

with increased metapopulation persistence time. Second, we examine whether transient 168 

dispersal evolution and changes in the magnitude and composition of the genetic load occur 169 

and can be identified as underpinning mechanisms. Overall, we show that enhanced long-term 170 
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persistence of highly structured metapopulations can in principle emerge due to combinations 171 

of genetic stochasticity and dispersal evolution and consider the circumstances under which 172 

such mechanisms can apply. We thereby highlight how explicitly linking key forms of genetic 173 

variation, life-history evolution and population dynamic processes arising in highly structured 174 

metapopulation systems can facilitate understanding of system persistence. 175 

 176 

 177 

 178 

Figure 1. Schematic representation of the hypothesised mechanism by which metapopulation 179 

persistence through evolutionary time can be increased. Accumulation of genetic load can 180 

result in a mutational meltdown which makes local populations go extinct (I), resulting in 181 

empty patches (II). As a result, selection can favour evolution of increased dispersal (III), 182 

allowing empty patches to be recolonized relatively rapidly, resulting in metapopulation 183 

recovery (IV). Metapopulation size is illustrated for hypothetical cases where (black) 184 

metapopulation persistence time is increased through events I-IV by a substantial fluctuation 185 
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in metapopulation size, and (grey) where the metapopulation instead directly goes extinct due 186 

to mutational meltdown (events I-II but not III-IV occur, meaning that there is no fluctuation 187 

in metapopulation size). The timeframe of the whole process may vary from hundreds to tens 188 

of thousands of generations depending on parameters such as population size and the rate at 189 

which deleterious mutations occur. The full process has several effects at the local population 190 

and metapopulation levels (right panel), which ultimately reduce the genetic load, thereby 191 

reducing the short-term risk of further mutational meltdowns and increasing metapopulation 192 

persistence time. Plus and minus symbols denote hypothesized increases and decreases, 193 

respectively. The number of hypothetical dispersing individuals through events I-IV is shown 194 

in orange.  195 

 196 

Methods 197 

Our hypothesis that genetic stochasticity and dispersal evolution can jointly act to increase 198 

metapopulation persistence time envisages strongly structured metapopulation systems where 199 

dispersal costs are high and local populations are typically isolated and consequently highly 200 

inbred. Accordingly, we model a metapopulation over a spatially explicit grid of 10 by 20 201 

habitat patches. Each patch can be occupied by a local population with carrying capacity K = 202 

50 individuals of a sexually reproducing, diploid species with non-overlapping generations.  203 

Genetic architecture 204 

Each individual’s genome comprises two independent components of genetic architecture that 205 

respectively affect juvenile survival and determine the dispersal probability pD. First, to model 206 

genetic effects on juvenile survival (i.e., the genetic load), each individual carries a genome 207 

comprising two homologous continuous chromosomes of length 𝑅 (genome map length), on 208 

which deleterious mutations accumulate (Roze and Rousset 2009). The number of loci at which 209 
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mutations can potentially occur is therefore effectively infinite (infinite site model). The 210 

number of new mutations for each newly born individual is drawn from a Poisson distribution 211 

𝑃𝑜𝑖𝑠(𝑈𝑑), resulting in an average of 𝑈𝑑 deleterious mutations/genome/generation. To make 212 

running a large number of simulations computationally tractable, a mutation rate of 𝑈𝑑 = 0.1 213 

deleterious mutations/genome/generation was chosen, which is on the mid to low side of 214 

typical empirical estimates (Mukai 1969; Mukai et al. 1972; Lynch et al. 1999; Haag-Liautard 215 

et al. 2007; Rutter et al. 2010; Zhu et al. 2014). To show that emerging system dynamics are 216 

not contingent on low mutations rates, we also examined a mutation rate an order of magnitude 217 

higher (𝑈𝑑  =  1.0) in an appropriate different parameter space and found qualitatively similar 218 

dynamics (Supporting Information; Fig. S1, S2).  219 

Each deleterious mutation is characterised by its position on the chromosome, sampled 220 

from the continuous uniform distribution 𝑈(0, 𝑅), a dominance coefficient (h), and a selection 221 

coefficient (s) which determines the mutational effect in the homozygous state. We model s as 222 

a random variable of the gamma distribution Γ(1.0,  𝑠), where 𝑠 denotes the mean selection 223 

coefficient  (𝑠 = 0.05; Schultz and Lynch 1997; Spigler et al. 2017). The dominance coefficient 224 

h of a mutation m depends on its selection coefficient sm and is sampled from a continuous 225 

uniform distribution 𝑈(0,  𝑒−𝑘𝑠𝑚). Here, k is defined as −ln(2ℎ̅)/�̅�, where ℎ̅ is the mean 226 

dominance coefficient (ℎ̅ = 0.3). Such a relationship between dominance and selection 227 

coefficients of new mutations derives from current empirical estimates (Caballero and 228 

Keightley 1994; Lynch et al. 1999; Eyre-Walker and Keightley 2007; Haag-Liautard et al. 229 

2007; Spigler et al. 2017). Mutational effects are multiplicative; the genetic fitness w of an 230 

individual (which affects juvenile survival) is therefore calculated as  231 

                                                          𝑤 = ∏(1 − 𝑠𝑖ℎ𝑖)

𝑁ℎ𝑒𝑡

𝑖=1

∏ (1 − 𝑠𝑗)

𝑁ℎ𝑜𝑚

𝑗=1

                                            (1) 232 
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where Nhet is the number of heterozygous mutations and Nhom the number of homozygous 233 

mutations. The number of recombination events per individual is sampled from a Poisson 234 

distribution 𝑃𝑜𝑖𝑠(𝑅) (meaning the recombination rate is proportional to the genome map 235 

length). The position of each new recombination site is sampled from the uniform distribution 236 

U(0, R).  237 

 Second, to model genetic effects on dispersal probability, and hence allow dispersal 238 

evolution, individuals additionally carry 20 diploid loci with continuous allelic effects. The 239 

sum of the 40 allelic values determines the individual’s probability of dispersing pD. The 240 

dispersal phenotypic value is bounded such that if the sum of allelic values is less than zero, pD 241 

= 0 or, if the sum of allelic values is bigger than one, pD = 1 (i.e., 0 ≤ pD ≤ 1). For the dispersal 242 

loci, the number of recombination events /individual/generation is sampled from the Poisson 243 

distribution 𝑃𝑜𝑖𝑠(0.1). Alleles experience a mutation probability of 0.001/haploid 244 

locus/generation; when a mutation occurs, a random normal deviate sampled from the normal 245 

distribution 𝑁(0, 0.1/ √2 ∙ 20) is added to the allelic value. Mutational effect sizes are 246 

therefore very small, meaning pD is unlikely to substantially exceed the biologically relevant 247 

bounds of 0 and 1. 248 

 249 

Life-cycle  250 

At each generation, each adult female mates with one random adult male (sampled with 251 

replacement, allowing multiple matings per male) within her local population and produces a 252 

number of offspring sampled from the Poisson distribution 𝑃𝑜𝑖𝑠(𝐹) such that mean fecundity 253 

is 𝐹 = 12 offspring. Offspring sex is randomly assigned (male and female being equally likely) 254 

such that the expected primary sex ratio is 1:1. After reproduction, all adults die and offspring 255 

survive to become adults with a probability given by the individual’s genetic fitness w. 256 
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Surviving offspring may disperse with genotype-dependent probability pD. If an individual 257 

disperses, the dispersal distance is given by −2𝑙𝑛(𝑥), x~U(0,1] giving a pattern of dispersal 258 

distances as a negative exponential distribution with a mean of 2 habitat patches, while the 259 

direction is sampled from the uniform distribution 𝑈(0, 2𝜋). The individual is then displaced 260 

from a random position (in continuous space) within the natal patch to the new location. If the 261 

new location falls outside the grid or within the natal patch, dispersal distance and direction are 262 

re-sampled until the individual effectively disperses to a new patch. The cost of dispersal is 263 

modelled such that a dispersing individual has a constant probability 𝑐𝐷 of dying during 264 

dispersal. Relaxing the assumption that cD is independent of distance would be unlikely to 265 

substantially alter current results given that most dispersal events relatively short distance on 266 

average and very infrequent, as appropriate for a highly viscous metapopulation. After 267 

dispersal, individuals in each population are subject to negative density-dependent survival. An 268 

individual’s survival probability is min(K/N, 1), where N is the total number of individuals in 269 

the local population.  270 

 271 

Simulation experiments 272 

We ran simulations where we varied the cost of dispersal 𝑐𝐷 to test if a range of costs exist 273 

under which fluctuations in metapopulation size, and hence the extinction-recolonization 274 

dynamics that we hypothesised would emerge and facilitate a reduction of genetic load and 275 

thereby increase in metapopulation persistence over long evolutionary timeframes (Fig. 1). Of 276 

course, even relatively small changes in metapopulation size could cause some genetic 277 

variation to be lost. To assess the effect of all fluctuations, we extracted the largest decrease 278 

and subsequent increase in metapopulation size observed over any period of 1,000 generations 279 

and defined this as a fluctuation. During a defined fluctuation, recovery to the original 280 
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metapopulation size always happens relatively rapidly (Fig. 3A), thus the interval of 1,000 281 

generations was sufficient. Defining a fluctuation in terms of a timespan allowed us to 282 

investigate the effects of the full range of changes in the metapopulation size. We could thereby 283 

determine whether small changes in the metapopulation size, due to demographic stochasticity, 284 

and big changes in the metapopulation size due to extinction and recolonization, had distinct 285 

effects on persistence time. 286 

To determine the parameter space within which the hypothesised dynamics occur, we 287 

randomly sampled cD from a uniform real distribution such that 𝑐𝐷~𝑈(0.55, 0.85) for each 288 

individual simulation run. This range was chosen as the biological space of interest since if cD 289 

is too low, the metapopulation effectively becomes one big panmictic population without any 290 

structure such that high levels of inbreeding do not emerge. If cD is too high, dispersal does not 291 

evolve at all, and recolonization is no longer possible. At the beginning of each simulation, all 292 

habitat patches were initialised with 𝐾 individuals and sex ratio 1:1. Each initial individual had 293 

a genome with zero deleterious mutations and alleles at the dispersal loci were sampled from 294 

the normal distribution 𝑁(0.05/(2 ∙ 20), 0.1/ √2 ∙ 20). We ran 1000 simulations, each over 295 

200,000 generations. This long duration was chosen to give an appropriate evolutionary 296 

timeframe over which enough mutations occur to make mutational meltdown possible over the 297 

range of dispersal costs investigated. The model was implemented in C++ and the source code 298 

is available at [https://github.com/r02ap19/InbredMetapops/tree/master].  299 

To quantify the effects of fluctuations on the genetic load, we calculated changes in 300 

mean metapopulation genetic fitness 𝑤, and in the genetic load following a fluctuation. These 301 

properties were calculated by sampling all extant local populations at 200 generation intervals 302 

within 1000 generations before and 1000 generations after the fluctuation (i.e., a total of 10 303 

samples per simulation). The difference in each metric, denoted with ∆, was then calculated as 304 

the mean of the last 5 samples (post-fluctuation) minus the mean of the first 5 samples (pre-305 
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fluctuation). Differences between means, rather than simply point estimates, were calculated 306 

to reduce sampling variance given the highly stochastic population trajectories. To assess the 307 

effects of fluctuations on genetic variation at the local population versus the whole 308 

metapopulation levels, we created two sets of individuals which did not take part in the life 309 

cycle and were just used for calculating mean homozygosity of deleterious mutations carried 310 

on the main modelled chromosomes. In the first set, individuals were created by mating each 311 

female to a randomly sampled male from another local population, thereby allowing to 312 

calculate mean homozygosity of deleterious mutations at the metapopulation level. In the 313 

second set, individuals were created by mating each female to a random male from the same 314 

local population, thereby allowing to calculate mean homozygosity of deleterious mutations at 315 

the local population level.  316 

Results 317 

With high dispersal cost (0.55 ≤ 𝑐𝐷 ≤ 0.85), dispersal probability generally evolved to 𝑝𝐷 ≈ 0 318 

(Fig. 2A), such that local populations within the metapopulation were effectively isolated from 319 

each other. This caused accumulation of deleterious mutations in the genome that reduced 320 

population mean w. Although the evolved dispersal probability was very low across the range 321 

of costs, slightly higher values of 𝑝𝐷 evolved at lower costs. These slight differences were 322 

sufficient to create differences in the level of population isolation (i.e., in metapopulation 323 

structure) and in mean population genetic fitness, such that higher w was observed at lower 324 

dispersal costs (Fig. 2B).  325 

 326 
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 327 

Figure 2. Distribution of (A) evolved individual dispersal probabilities pD and (B) individual 328 

genetic fitness w before any fluctuations in metapopulation size. Results are presented after 329 

20,000 generations, across 500 simulations with different dispersal costs (0.55 ≤ 𝑐𝐷 ≤ 0.85). 330 

Each black point represents an individual. Blue sunflower plots depict densities of points. Black 331 

regression lines highlight that before any fluctuations, A) selection favours 𝑝𝐷 ≈ 0 and B) 332 

higher cD is associated with lower w. 333 

 In some simulations, the accumulation of deleterious mutations caused a mutational 334 

meltdown leading to metapopulation extinction before any large fluctuation occurred (Fig. 3). 335 

However, in a proportion of simulations (which depended on cD; Fig. S3), substantial 336 

fluctuations in metapopulation size emerged (Fig. 3). In such cases, a steep decrease in size 337 

was followed by rapid recovery to approximately the original total of ~10,000 individuals (Fig. 338 

3A). Fluctuations in metapopulation size varied in amplitude, with the largest representing a 339 

~97% change in size (Fig. 3B-C). Such large fluctuations were primarily observed at 340 

intermediate values of cD within the examined range; lower or higher cD were associated with 341 

reduced fluctuation size and frequency (Fig. 3B). A proportion of simulations with low values 342 
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of cD persisted for the full 200,000 generations after which point the simulation was terminated 343 

(Fig. 3C). Although higher cD led to overall shorter metapopulation persistence time, individual 344 

simulations in which larger fluctuations occurred were associated with a longer persistence 345 

time than otherwise similar simulations where no large fluctuation occurred (Fig. 3C).  346 

 347 

Figure 3. Fluctuations in metapopulation size, and metapopulation persistence time. (A) Four 348 

individual simulations chosen to illustrate fluctuations (one fluctuation, purple; two 349 

fluctuations, black), or their absence (brown, blue), in metapopulation size across generations. 350 

(B) The maximum fluctuation size, expressed as the percentage of the initial metapopulation 351 

size, observed in each individual simulation as a function of dispersal cost. Each point 352 

represents one simulation (1000 in total). (C) Metapopulation persistence time, measured as 353 

the number of generations until metapopulation extinction, as a function of dispersal cost. In 354 

B-C colours represent the amplitude of the largest fluctuation in metapopulation size; each 355 

point represents one simulation (1000 in total).  356 

Since fluctuations in metapopulation size result from stochastic events, the timings and 357 

magnitudes of such fluctuations differ greatly between simulations. Therefore, rather than 358 

analysing the temporal dynamics of all simulations together, we first illustrate the underlying 359 
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mechanisms that cause fluctuations and increase metapopulation persistence time (as 360 

hypothesised in Fig. 1) by showing details of one example simulation where such dynamics 361 

occurred (Figs. 4-5). Here, due to genetic stochasticity, some local populations go extinct much 362 

earlier than others as they happen to accumulate higher genetic load, resulting in empty habitat 363 

patches in the landscape (Fig. 4A). Despite the high dispersal cost, increased dispersal 364 

probability is then temporarily favoured by selection (Fig. 5). This is because offspring of 365 

dispersing individuals, which colonise empty or low-density patches, will benefit from higher 366 

survival compared to offspring of non-dispersing individuals remaining in high density 367 

patches.  368 

Moreover, within a local population, genetically fitter individuals (i.e., high w) have 369 

their offspring production limited by density-dependence to a larger extent than individuals 370 

with lower genetic fitness w (i.e., with higher genetic load), as they have proportionally more 371 

offspring surviving viability selection and thus going through density-dependent regulation. 372 

Thus, on average, because local populations with higher mean genetic load are most likely to 373 

have gone extinct, and because individuals with lower genetic load are most likely to benefit 374 

from dispersing into empty patches as their offspring are temporarily released from density-375 

dependence, new local populations are founded by relatively fitter individuals (Supporting 376 

Information S3). The mean genetic fitness at the metapopulation level consequently increases 377 

(Fig. 4). Because of the high fecundity, newly colonized patches quickly reach carrying 378 

capacity (Fig. 4B-F; 5B-F). Once all patches are recolonized, dispersal ceases to be sufficiently 379 

advantageous to compensate for the high cost, and selection quickly removes highly dispersive 380 

phenotypes from the population (Fig. 5).  381 

This sequence of stochastic extinctions and selection for dispersal, which generates 382 

substantial fluctuations in metapopulation size, does not occur when cD is either too low or too 383 

high (Fig. 3B). At low cD, a higher mean dispersal probability evolves due to kin competition 384 
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and inbreeding depression. Consequently, the metapopulation becomes more genetically 385 

homogenous and all local populations will go extinct at approximately the same. Conversely, 386 

when cD is too high, even the presence of empty patches in the metapopulation is not enough 387 

to generate selection for dispersal, thus effectively impeding evolution of dispersive 388 

phenotypes and recolonization, and leading to shorter metapopulation persistence time (Fig. 389 

3C).  390 

Fluctuations in metapopulation size led to an overall increase in mean genetic fitness w 391 

(Fig. 6A), translating into increased overall metapopulation persistence time (Fig. 3), with a 392 

positive association between fluctuation size and the increase in fitness and persistence time. 393 

This results from multiple mechanisms (Fig. 1). Firstly, during the decrease in metapopulation 394 

size due to progressive extinction of local populations, many deleterious mutations are lost, 395 

resulting in lower genetic load in the metapopulation (Fig. 6B-C and Fig. 7). Secondly, the 396 

transient increase in pD, and hence in gene flow among local populations, increases the Ne, 397 

which in turn, increases the efficacy of selection. Very weakly deleterious mutations now 398 

become more efficiently removed, which contributes to decreasing the total number of 399 

mutations (Fig. 6). Thirdly, in extant local populations, the increased mean pD increases genetic 400 

variation as new alleles arrive from other, previously isolated populations (Fig. 7A). This 401 

decreases the drift load because locally fixed alleles are now exposed to selection, which can 402 

efficiently remove them (Fig. 6B). The increased gene flow also decreases the expression of 403 

deleterious recessive alleles as heterozygosity increases. Combined with fewer mutations, this 404 

increases the mean w of local populations (Fig. 6A).   405 

Although the above processes led to an increase in local genetic variation (measured as 406 

a decrease in local homozygosity of deleterious mutations; Fig. 7A) following a substantial 407 

fluctuation in metapopulation size, overall, these dynamics led to metapopulations becoming 408 

increasingly genetically homogenous. This is shown by a large increase in homozygosity at the 409 
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metapopulation level following a fluctuation in metapopulation size, and by the positive 410 

relationship between the size of the fluctuation and the increase in homozygosity of deleterious 411 

mutations in offspring derived from mating between individuals originating from different 412 

local populations (Fig. 7B).  413 

 414 

Figure 4. Example snapshots of a typical single simulated metapopulation undergoing a 415 

substantial fluctuation in size through time, showing individual genetic fitness (w; colour 416 

scale). Each panel shows the entire metapopulation at time intervals of 25 generations (from A 417 

to F), each point indicates a single individual with emerging rectangles representing local 418 

populations. Starting from the point where most local populations have gone extinct, 419 

recolonization of empty patches quickly proceeds from the remnant local populations until the 420 

whole metapopulation is recolonised. Through this process, local populations with very low 421 

average fitness (dark blue dots in A-C) have disappeared. In this example cD = 0.7. 422 
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 423 

Figure 5. Snapshots of the same example metapopulation, at the same time points, as in Figure 424 

4, showing individual dispersal phenotypic values (pD; colour scale). Each panel shows the 425 

entire metapopulation at time intervals of 25 generations (from A to F), each point indicates a 426 

single individual with emerging rectangles representing local populations. Starting from the 427 

point where most local populations have gone extinct, recolonization of empty patches quickly 428 

proceeds from the remnant local populations until the whole metapopulation is recolonised. As 429 

empty patches appear in the metapopulation, individuals with higher pD are favoured. As the 430 

recolonization proceeds, dispersal probability quickly decreases in colonized patches. In this 431 

example cD = 0.7.  432 
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 433 

Figure 6. Changes (∆) in mean metapopulation genetic fitness w, and components of the 434 

genetic load, measured before and after a fluctuation event, as a function of the fluctuation size 435 

(change in total number of individuals in the metapopulation). (A) Change in mean 436 

metapopulation genetic fitness w; (B) change in mean number of fixed mutations of local 437 

populations (drift load), so that a negative difference corresponds to a decrease following the 438 

fluctuation; (C) change in mean number of segregating mutations local of populations 439 

(segregating load). Each point represents a single simulation (to make storage and analysis of 440 

output tractable, 500 simulations in total are shown). The red dashed line marks no change. 441 

 442 

 443 



22 
 

 444 

Figure 7. Changes (∆) in the total number of deleterious mutations before and after a 445 

metapopulation fluctuation as a function of the change in the number of deleterious 446 

homozygous mutations, and of the size of the fluctuation (colour). While a fluctuation generally 447 

decreases the amount of genetic variation in the metapopulation, a fluctuation will generally 448 

increase the level of genetic variation in extant local populations. Each point represents a single 449 

simulation, and 1000 simulations are shown. (A) Changes in individuals produced by parents 450 

from the same local population (within population random mating). (B) Changes in individuals 451 

produced by parents from different local populations (between local populations random 452 

mating). The red dashed lines mark no change. Both panels are shown on the same x- and y-453 

axis scale to facilitate comparison between the genetic changes at the local population versus 454 

the metapopulation level. 455 

Discussion 456 

Understanding how systems of small and largely isolated local populations can persist through 457 

evolutionary time, despite the detrimental effects of accumulating deleterious mutations, is 458 

important since such systems occur naturally and are predicted to become more common due 459 
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to anthropogenic habitat fragmentation. We show that persistence of highly structured and 460 

hence inbred metapopulations can be substantially prolonged due to episodes of local 461 

population extinctions driven by genetic stochasticity (i.e., differential accumulation of genetic 462 

load in each local population and therefore different times to local extinction), followed by 463 

recolonization made possible by transient evolution of increased dispersal. This combination 464 

of processes causes large fluctuations in metapopulation size, resulting in loss of a portion of 465 

current mutation and drift loads, and consequently an increase in mean genetic fitness. Overall, 466 

the combined effects of population structure, genetic stochasticity and dispersal evolution 467 

generate an eco-evolutionary mechanism (Fig. 1) that we show can facilitate a reduction of the 468 

genetic load at the metapopulation level, and thereby postpone extinction. 469 

The role of strong population structure 470 

Our model assumes small local populations with a strong metapopulation structure and a 471 

constant high cost of dispersal. Inbreeding, and stochastic spatially structured build-up of 472 

mutation and drift load and resulting asynchronous local population extinctions, consequently 473 

emerge as properties of the model. Highly structured and inbred systems have arisen multiple 474 

times across the animal and plant kingdom (Avilés and Purcell 2012; Settepani et al. 2017). 475 

The most prominent and studied example is the frequent evolution of selfing mating systems 476 

in plants (Wright et al. 2013). Other examples include insects (e.g., thrips, socially parasitic 477 

ants, and beetles; Buschinger 1989; Chapman et al. 2000; Domingue and Teale 2007), 478 

arachnids (e.g., spider mites and spiders; Bilde et al. 2005; Saito 2010) and even mammals (e.g. 479 

naked mole rat; Reeve et al. 1990). In some cases, such as the social spider Stegodyphus 480 

dumicola, systems of small and very highly inbred local populations are estimated to have 481 

persisted over millions of years (Settepani et al. 2016). Although the question of whether such 482 

systems are evolutionary ‘dead ends’ is still open and largely debated (Stebbins 1957; Wright 483 

et al. 2013), their existence raises questions of how these species can persist despite the 484 
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continuous action of genetic drift and accumulation of genetic load. The mechanism that we 485 

demonstrate may help answer such questions.  486 

Interestingly, the observed inbreeding mating systems often occur in environments 487 

where costs of dispersal are very high (Henschel et al. 1995; Schneider et al. 2001). For 488 

example, in the social spider S. dumicola, high dispersal costs have been hypothesised to have 489 

caused complete loss of pre-mating dispersal, driving the transition towards a chronically 490 

inbred system (Bilde et al. 2005). This species exists in highly structured metapopulations, 491 

where local populations (or family nests) frequently go extinct, and new patches are 492 

periodically colonised by single already-mated females (post-mating dispersal). Although the 493 

causes of local population extinctions are not yet known and our model does not include post-494 

mating dispersal nor social behaviours or traits, the spider system dynamics share a lot of 495 

properties with our model, making our proposed mechanism a candidate for explaining the 496 

long-term persistence of this and similar systems. A testable prediction emerging from our 497 

proposed mechanism and model is that persisting systems are expected to have relatively recent 498 

(in evolutionary time) divergence among lineages. This is because metapopulations with 499 

extinct patches that are recolonized by descendants of a subset of individuals would show a 500 

more recent common ancestor. For example, a study that characterized the population genetic 501 

structure of Stegodyphus sarasinorum, a social spider distributed across the Indian 502 

subcontinent, found divergence times between lineages to be recent (in evolutionary time), with 503 

homogeneous genetic diversity across large distances, despite contemporary gene flow being 504 

extremely low or even absent (Settepani et al. 2014). This is consistent with the long-term 505 

extinction-recolonization dynamics and metapopulation homogenisation over large 506 

geographical scales shown in our model (Settepani et al. 2014). Similar patterns have been 507 

found in other species (e.g. Daphnia; Walser & Haag 2012; Settepani et al. 2014), suggesting 508 

that this pattern, may be found in different systems.  509 
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In our current model, density-dependent regulation within each local population affects 510 

offspring survival but not fecundity. Applying density-dependence to fecundity would likely 511 

not change the qualitative dynamics; fewer offspring would be produced but a larger proportion 512 

would survive, thereby generating similar number of adults. However, different dynamics may 513 

result if density-dependence (affecting survival or fecundity) was applied before selection. 514 

Selection would then act across fewer individuals, reducing efficacy and increasing 515 

accumulation of drift load, potentially leading to earlier extinction. Indeed, since it generally 516 

matters when during the life-cycle selection is applied (Pincheira-Donoso and Hunt 2017), 517 

examining the effect of density-dependence and selection acting on different stages of the life-518 

cycle would be an interesting future development. 519 

The dynamics emerging from our model are likely to apply to inbred systems which 520 

have already gone through the hurdle of purging much of their inbreeding load. If high costs 521 

of dispersal were suddenly applied to a previously outbred system (i.e., due to sudden 522 

fragmentation that impedes dispersal) that had accumulated genetic load, including inbreeding 523 

load, the system would have the extra challenge of overcoming a sudden reduction in fitness 524 

due to expression of inbreeding depression. System extinction, rather than fluctuation and 525 

recovery (as in our current simulations), might then be more likely. How such inbreeding 526 

depression is purged, and how the processes that we describe could potentially facilitate system 527 

transition from outbreeding to inbreeding mating systems remains an open and interesting 528 

question (Bilde et al. 2005; Wright et al. 2013).  529 

 530 

The role of temporally variable gene flow and dispersal evolution 531 

Dispersal evolution is key to the dynamics that emerge in our simulations. The imposed high 532 

dispersal cost initially selects for extremely low dispersal probability which in turns causes 533 
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strong metapopulation structure, similar to what has been conceptualised as a “non-534 

equilibrium” metapopulation (Harrison and Hastings 1996). Subsequent local extinctions and 535 

opening-up of empty habitat patches creates selection for increased dispersal (Olivieri et al. 536 

1995; Olivieri and Gouyon 1997), leading to recolonization and increasing metapopulation 537 

persistence time. This process of variable dispersal evolution stemming from contrasting forces 538 

of within- versus between-local population selection has previously been highlighted as 539 

potential mechanism rescuing metapopulation from extinction following habitat fragmentation 540 

or local extinctions due to environmental and/or demographic stochasticity (Leimar and 541 

Norberg 1997; Travis and Dytham 1999; Heino and Hanski 2001; Parvinen et al. 2003). 542 

Evolution of dispersal can thereby rescue metapopulations from what has been termed 543 

‘evolutionary suicide’ (Gyllenberg et al. 2002), where selection drives evolution of very low 544 

dispersal probability, although the whole metapopulation would persist for longer if individuals 545 

evolved higher dispersal probability. Here, we show that genetic stochasticity can also generate 546 

conditions under which high dispersal probability is temporarily favoured, despite its high cost. 547 

Dispersal evolution can therefore also play a major role in facilitating a reduction of genetic 548 

load at the metapopulation level and thus increasing metapopulation persistence time.  549 

With a model designed to study purging during range expansions, Marchini et al. (2016) 550 

found that inbreeding combined with periodic gene flow can lead to efficient purging of genetic 551 

load and accelerated rates of range expansions. Although the effect on purging through variable 552 

gene flow is similar to what we show, in Marchini et al. (2016)’s model, dispersal is not 553 

evolving. Rather, individuals are assumed to disperse and colonise empty patches every second 554 

generation, and only if exceeding an arbitrary fitness threshold of 0.9. Thus, only individuals 555 

with very high fitness disperse, and dispersal occurs at a somewhat fixed rate. In contrast, in 556 

our model, the dispersal rate and the fitness of successful dispersers are emergent properties of 557 
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the selective environment emerging from periodic local extinctions due to genetic stochasticity 558 

and high costs of dispersal.  559 

The existence of genetic variation in dispersal traits is essential for this mechanism to 560 

work, as selection cannot cause rapid evolution of increased dispersal unless dispersal 561 

propensity has at least some additive genetic or otherwise heritable component (Leimar and 562 

Norberg 1997). In general, there is evidence for heritable genetic variation affecting dispersal 563 

probability (Saastamoinen et al. 2018), which is to be expected since it is now clear that most 564 

dispersal traits are highly polygenic quantitative traits. Indeed, recent studies on invasive cane 565 

toads (Rhinella marina) in Australia show that increased dispersal in natural populations can 566 

quickly evolve (Rollins et al. 2015), and examples of heritable parental effects have also been 567 

shown in two-spotted spider mites (Tetranychus urticae) (Bitume et al. 2014). However, while 568 

dispersal evolution is intrinsic to the dynamics emerging in our current model, similar 569 

dynamics could potentially emerge through plasticity in individual dispersal phenotypes, 570 

whereby individuals may disperse in response to some environmental or social cues indicating 571 

the availability of empty habitat patches. Such plasticity in dispersal has been documented 572 

across invertebrates, vertebrates and plants (Arendt 2015). Most theoretical models which 573 

explicitly consider dispersal have modelled this trait without plasticity (Johnson and Gaines 574 

1990; Payne et al. 2011) but some studies have modelled dispersal as being partially or entirely 575 

plastic (Arendt 2015; Marchini et al. 2016). 576 

In our envisaged system, both the occurrence of metapopulation fluctuations and their 577 

impact on persistence times is likely to be affected by the model of dispersal. Wade and 578 

McCauley (1988)  showed that assumptions regarding how exactly dispersal takes place (e.g. 579 

who disperses to colonize new patches, and how many individuals disperse at once) affect the 580 

amount of neutral genetic variation segregating in the metapopulation and the extent to which 581 

local populations will differ genetically (Slatkin 1977; McCauley 1991). Specifically, they 582 
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showed that if recolonization is enacted by many dispersing individuals coming from many 583 

different local populations, then extinction-recolonization dynamics will hinder genetic 584 

divergence of local populations. On the other hand, if recolonization occurs from dispersing 585 

individuals coming from a few source populations, extinction-recolonization dynamics will 586 

increase local genetic divergence. This is important for the resulting patterns of the genetic load 587 

at the local and metapopulation level (see below). In nature, whether individuals disperse is 588 

unlikely to be a result of either a genetically hard-wired phenotype or a plastic response 589 

determined solely by environmental cues. Rather, the dispersal behaviour of individuals is 590 

likely to be a result of some combination of both (Roff 1999; Imbert and Ronce 2001; Clobert 591 

et al. 2012; Saastamoinen et al. 2018). Therefore, a next useful step would be to include the 592 

evolution of context-dependent dispersal, wherein individuals could also disperse in response 593 

to environmental cues, such as being able to disperse in response to high local densities. If this 594 

would affect the pattern of gene flow throughout the metapopulation, it would also likely affect 595 

the genetic effects of fluctuations on metapopulation composition and hence persistence time 596 

(Arendt 2015). Further work could consider the potential effects of sex-biased dispersal (Li & 597 

Kokko 2018) on genetic effects of fluctuations, which will likely depend on the mating system 598 

and hence whether sex-biased dispersal could result in mate finding Allee effects during 599 

recolonization. Given pre-mating dispersal, sex-biased dispersal could reduce the probability 600 

of females and males arriving simultaneously to a new patch and thereby slow the rate at of 601 

recolonization compared to our current model. In contrast, post-mating female-biased dispersal 602 

(as occurs in S. dumicola; Schneider et al. 2001) could facilitate recolonization, which would 603 

simply require arrival of a single pregnant female, potentially facilitating the dynamics shown 604 

with our model. 605 

 606 

 607 
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The genetic basis of the genetic load 608 

The specific architecture of the genetic load has the potential to influence the dynamics that 609 

emerge in our simulations. Another difference between our model and Marchini et al. (2016) 610 

is that they examined a limited range of selection coefficients for the deleterious mutations 611 

underlying genetic load and assumed complete recessivity of such mutations. This leaves open 612 

the question of whether purging would work assuming a distribution of selection and 613 

dominance coefficients similar to that emerging from empirical estimates (Crow and Temin 614 

1964; Mukai et al. 1972; Simmons and Crow 1977; Caballero and Keightley 1994).  615 

Further complexity could also be added to our currently assumed distribution of 616 

mutational effects. Our current model only considers deleterious mutations. Thus, no mutations 617 

are beneficial, and back-mutations never occur, which is unlikely to hold for natural 618 

populations (Eyre-Walker and Keightley 2007; Allen Orr 2010; Loewe and Hill 2010).  As a 619 

result, our simulated metapopulations inevitably go extinct at some point, and continuous 620 

cycles of decreases in genetic load through fluctuations and bottlenecks are not possible. In 621 

simulations where fluctuations occurred, we most often observed 1 and sometimes 2-3 622 

fluctuations before extinction. If beneficial and/or back mutations were included, perpetual 623 

cycles of escapes from mutational meltdowns through fluctuations could potentially occur. 624 

Consequently, a more advanced model of mutational effects might reveal the mechanism we 625 

describe to have an even stronger buffering effect on the persistence time of real 626 

metapopulations than our current results indicate. Increasing the number of patches in the 627 

modelled metapopulation would likely increase the probability of observing fluctuations. With 628 

many patches, the probability of at least one patch experiencing the right conditions for 629 

dispersal evolution (i.e. a patch of surrounded by empty patches) will increase. Thus, the 630 

buffering mechanism we describe may be increasingly relevant for highly structured 631 

metapopulations with numerous patches.  632 
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While experimental evidence indicates that a fraction of mutations is lethal or very 633 

strongly deleterious (Eyre-Walker 2002; Sanjuán et al. 2004; Eyre-Walker et al. 2006), our 634 

model does not explicitly include any lethal mutations but a distribution of mutational effects 635 

which will most often give rise to weakly or moderately deleterious alleles. Explicitly adding 636 

a class of recessive lethal mutations to the model would necessarily increase selection for 637 

dispersal which could also make fluctuations more likely to occur. The presence of local 638 

adaptation across a heterogeneous environment could further shape outcomes. Increased 639 

dispersal following local extinctions might then be less beneficial for metapopulation 640 

persistence time because maladaptation of colonizers may hinder successful recolonisation, 641 

and/or subsequent recombination could break locally adapted haplotypes and therefore further 642 

reduce fitness in remnant populations (e.g. Andrade-Restrepo et al. 2019). The net effect of 643 

local adaptation on metapopulation rescue might then depend on the balance between the 644 

degree of maladaptation (or strength of local adaptation) and the magnitude of genetic load that 645 

is unconditional on the local environment. 646 

Local increase in heterozygosity versus genetic homogenisation of the metapopulation 647 

Substantial fluctuations in metapopulation size are associated with a decrease in genetic load 648 

partly because they facilitate a local increase in heterozygosity due to increased dispersal, and 649 

hence increase gene flow between local populations that were previously almost completely 650 

isolated. This results in a genetic ‘rescue effect’ (Brown and Kodric-brown 1977), by which 651 

extant local populations are saved from mutational meltdown by alleles arriving via immigrants 652 

from other local populations. Interestingly, our results also highlight that the heterozygosity of 653 

local populations can increase despite the size of the metapopulation going through a large 654 

decrease, equivalent to a bottleneck event. The local increase in heterozygosity is important, 655 

because when population structure is strong, selection will operate at the local population level, 656 

rather than the metapopulation level (Glémin et al. 2003). As the efficacy of selection is 657 
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dependent on both the level of genetic variation and the effective population size (Crow and 658 

Kimura 1970), and the influx of immigrant into local populations will increase both of these, 659 

the net result is a decreased risk of mutational meltdown. 660 

 Although following a major fluctuation in metapopulation size heterozygosity increases 661 

within extant and newly established local populations, at the metapopulation level 662 

heterozygosity decreases. This increase in homozygosity at the metapopulation level can be 663 

compared to what Gilpin (1991) called the coalescence of the metapopulation (Pannell and 664 

Charlesworth 2000). While a fluctuation does not represent a true coalescent event (i.e., the 665 

whole metapopulation is not necessarily re-founded by a single individual during a fluctuation), 666 

much of the metapopulation will share a very recent common ancestor. When considered 667 

together with the well-known fact that a bottleneck reduces genetic diversity (Nei et al. 1975; 668 

Harrison and Hastings 1996), this explains why a large fluctuation in metapopulation size is 669 

correlated with a large increase in the between-population homozygosity, measured as the 670 

homozygosity of deleterious mutations in offspring produced by parents from different local 671 

populations. This effect had already been shown for neutral genetic variation (Slatkin 1977b; 672 

Wade and McCauley 1988), and here we show it applies also to the genetic load. Our results 673 

therefore illustrate how the extremely low levels of genetic diversity observed in systems such 674 

as S. dumicola (Johannesen et al. 2007; Leffler et al. 2012; Settepani et al. 2016, 2017) may 675 

result from metapopulation dynamics characterised by local extinctions followed by rapid 676 

recolonization events (Settepani et al. 2014), such that most of the metapopulation shares a 677 

quite recent coalescent event.  678 

 679 

 680 

 681 



32 
 

Conclusion 682 

Overall, we have shown an eco-evolutionary mechanism that can facilitate reduction of the 683 

genetic load at the metapopulation level, through the action of extinction-recolonization 684 

dynamics, dispersal evolution and the effects of drift and selection (Fig. 1). This mechanism 685 

has potential to explain the persistence through evolutionary time of highly structure 686 

metapopulations, or even of species with inbreeding mating systems (Avilés and Purcell 2012).  687 

Future developments could assess the robustness of our proposed mechanisms to the genetic 688 

architecture of the load, to different modes of dispersal including evolutionary vs plastic 689 

responses, to different life-histories and, importantly, to rapidly changing environments and 690 

consequent adaptations (or lack thereof due to genetic homogenization at the metapopulation 691 

level). Our model yields the testable prediction that inbred and structured populations 692 

maintained by the mechanism we propose are expected to show recent divergence time among 693 

lineages despite extremely low contemporary dispersal rates among local populations. This has 694 

already been found for some inbred and structed metapopulations (e.g. Settepani et al. 2014) 695 

suggesting the mechanism we describe may be highly relevant in natural populations. 696 
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