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ABSTRACT

The use of machine learning in the field of reactor safety and noise diagnostics has recently seen great
potential given the advancements made in computational tools, hardware and noise simulations. In this work
we demonstrate how deep neural networks, specifically recurrent and convolutional neural networks can be
trained in a synthetic setting and aligned to operate on real plant measurements to recover perturbation type
and origin location from time-series signals. We first utilize the vast quantities of synthetic data generated from
the extended SIMULATE-3K codes, simulating a Swiss 3-loop pre-KONVOI reactor to train our networks under
a variety of differing perturbation settings. Additionally, we extend these approaches to operate in the setting
of unsupervised real plant measurements, where information about the true perturbation characteristics is
unknown. As such, we show the applicability of a self-supervised domain adaptation approach to correctly align
the representations learned by the neural network between both the synthetic and real detector readings to
more concretely classify and localize perturbation. We validate our approaches under a number of experimental

analyses showing successful performance in both simulated and synthetic domains.

1. Introduction

The continuous advance in the field of nuclear physics, aging of
western fleets and the planned increase in population of nuclear power
plants (NPPs) in Europe has led to an ever-growing necessity of non-
intrusive core monitoring operations. The basic tasks of monitoring
include managing the conditions of the core, ensuring the steady per-
formance of the power plant and guaranteeing the overall safety of the
system. Several attempts have been made over the past years towards
the direction of detecting abnormal behavior in the core, predominately
through measuring the neutron flux inside and outside of the core and
then processing and analyzing the obtained signals (Ma and Jiang,
2011).

In this work, the aforementioned objective is being sought through
the application of machine learning techniques and more specifically,
through deep learning approaches that are employed in an effort to
tackle the issue of identifying the type of perturbations that might
be occurring within the core, as well as their source. For this task,
time domain signals are processed through recurrent neural networks
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(RNNSs) and convolutional neural networks (CNNs) (Goodfellow et al.,
2016), with different architectures being evaluated in simulated pertur-
bations produced by the Paul Scherrer Institute’s (PSI) SIMULATE-3K
code (Grandi, 2015; Chionis et al., 2017).

Extending from the simulated setting to the application on real
operational reactor measurements, we additionally advocate the use
of self-supervised domain adaptation (Sun et al., 2019; Durrant et al.,
2021) to minimize the difference between simulated perturbations
and plant measurements. Specifically, given the unsupervised nature
of real-plant measurements, we utilize inherent structural properties
common in both the simulated and real signals to align the embeddings
learned by our deep neural networks without human annotated labels.
We empirically show the alignment of these domains whilst maintain
strong validation results in the simulated setting.

The paper is organized as follows. Section 2 overviews the literature
regarding nuclear core monitoring, as well as, some machine learn-
ing methods used in similar tasks. Section 3 presents the source and
structure of the simulated perturbations used in the experiments. In

Received 1 March 2022; Received in revised form 28 June 2022; Accepted 3 August 2022
0306-4549/© 2022 The Author(s). Published by Elsevier Ltd. This is an open access article under the CC BY license (http://creativecommons.org/licenses/by/4.0/).


http://www.elsevier.com/locate/anucene
http://www.elsevier.com/locate/anucene
mailto:abdelhamid.dokhane@psi.ch
https://doi.org/10.1016/j.anucene.2022.109373
https://doi.org/10.1016/j.anucene.2022.109373
http://crossmark.crossref.org/dialog/?doi=10.1016/j.anucene.2022.109373&domain=pdf
http://creativecommons.org/licenses/by/4.0/

A. Papaoikonomou et al.

SIMULATE3 |

* 2D lattice calculation
* library generation

* Steady-state nodal solver
* Restart files preparation

Annals of Nuclear Energy 178 (2022) 109373

Fig. 1. PSI methodology for neutron noise modeling and analysis.

Section 4, a methodology for perturbation identification & localization
based on CNNs & RNNs is presented and the main components of the
system are analyzed, while in Section 5 perturbation identification is
realized by one and two dimensional convolutions and self-supervised
domain adaptation. Finally, Section 6 summarizes and discusses any
possible future work resulting from this paper.

2. Related work

Anomaly detection plays a vital role in monitoring and safeguarding
NPPs. In recent years, multiple works have been published in this
research field. Many approaches of fault detection diagnosis regard-
ing NPPs are summarized in Ma and Jiang (2011). The state-of-the-
art methods can be divided in two main categories; (i) model-based
techniques and (ii) model-free ones. In the latter case, the statistical
properties of NPP measurements are studied in order to identify the
presence of out-of-the-ordinary activity within the NPP, that could
qualify as an anomaly, while in the former case, measurement data
are used to infer more abstractive reasoning, known as modeling. The
approaches presented in this work qualify as model-based techniques;
nevertheless, other types of methods may exist, based on different types
of NPPs and datasets.

In the majority of the relevant literature, signals of neutron flux
measured in the nuclear core are utilized in order to identify various
perturbations. More specifically, researchers employ model-based tech-
niques that use either shallow or deep neural networks, in a similar
fashion to the work presented in the current manuscript. Examples
include (Maurya and Toshniwal, 2014), where support vector data
description (Tax and Duin, 2004) has been employed in order to find
anomalies in a dataset of NPP measurements. Neutron flux signals have
also been used for the task of locating the source of the perturbation.
Two recent approaches (Caliva et al.,, 2018; Ribeiro et al., 2018)
employing deep learning (DL) techniques have been shown to be very
efficient in detecting the perturbations’ location; initially the original
time-domain data are transformed to the frequency domain and are
subsequently fed into a CNN (LeCun et al., 2015) that predicts possible
anomalies. The authors additionally propose a clustering algorithm,
used in conjunction with a denoising autoencoder, that successfully
adapts to the peculiarities of the specific task.

Another important core monitoring task is to identify the per-
turbation type. Again, most approaches are model-based techniques,
employing DL methods, like is the work presented in this manuscript.
For example, in Tagaris et al. (2019), a methodology is proposed that
transforms the time-domain signals into wavelet-based scaleograms. A
deep CNN is subsequently used to classify the transformed signals into
multiple categories. Additionally, random noise has been added to the
signals, at various amplitudes, ensuring the generalization capabilities
of the model and guaranteeing its robustness. Similarly to the afore-
mentioned technique, in Tasakos et al. (2021), the original signals are
used to produce spectrograms that compress useful information from
long time series. The transformed data are provided to a multioutput
unique neural network architecture, which is able to predict both the
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Fig. 2. Three modes of fuel assembly vibrations.

location and the type of perturbation. This approach has been tested in
simulated perturbation, as well as actual plant measurements.

In Toannou et al. (2021), a methodology is presented, where the
single perturbation time-domain signals are used for training a one-vs-
all scheme of a set of one dimensional (1D) CNN and long short-term
memory (LSTM) neural networks. This framework is later utilized to
identify multiple perturbations in core signals. A noise analysis is also
carried out to improve the whole robustness of the proposed method.
Another technique using time-domain signals is proposed in Pantera
et al. (2022), where the employed datasets consist of simulations of
the Czech VVER-1000 pressurized water reactor (PWR). The neural
network-based model has been trained for perturbation localization and
has also been evaluated on actual plant measurements.

3. Simulated perturbations

The simulated perturbations used in the context of the current
work have been performed in the time-domain, using PSI methodol-
ogy (Chionis et al., 2020) for neutron noise modeling and analysis,
based on the commercial nuclear reactor codes CASMO5 (Ferrer, 2015),
SIMULATE3 (Grandi, 2011) & SIMULATE-3K (Pohlus J and Girardin,
2018) (see Fig. 1).

Out of the various possible noise sources, a certain type of mechani-
cal vibration of reactor internals, i.e. fuel assembly (FA) vibration is one
of the most plausible one, which is evaluated here, along with thermal—
hydraulic (TH) fluctuations of inlet coolant temperature and flow. The
most realistic and significant modes of fuel assembly vibrations are
cantilevered mode, where the fuel assembly is clamped-free at the top
but fixed at the bottom; and the C-shaped and the S-shaped modes at,
respectively, where the fuel assembly is fixed at both the top and the
bottom (Thie, 1981). The three modes of fuel assembly vibrations are
illustrated in Fig. 2.

The realistic fuel assembly vibrations are primarily modeled with
the help of the delta-gap model of CASMO5 and the improved assem-
bly vibration model of SIMULATE-3K (Chionis, 2020; Chionis et al.,
2020). The model expresses the reactor anomalies or perturbations as
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Fig. 3. Radial layout of the PWR core.

fluctuations of macroscopic cross sections. As a fuel assembly vibrates
laterally, the surrounding water gap on either side of the oscillating
assembly changes, i.e. there is an increase in water-gap in one-direction
and an equal amount of decrease in the opposite direction. CASMO5
is employed to generate cross sections accommodating for the varying
water gap widths using the “delta-gap model”. CASMOS5 performs
an additional delta-gap branch calculation together with the default
automated case matrix. Each fuel assembly is equally divided into axial
nodes, which are further subdivided into 2 x 2 planar sub-nodes. The
cross sections from CASMO5 are homogenized within each node and
adapted into a readable library format for the codes SIMULATE3 and
SIMULATE-3K. SIMULATE3 solves the two-group three-dimensional
diffusion equation for every node corresponding to certain operating
conditions of interest and produces restart files required by the down-
stream code SIMULATE-3K. The transient nodal code SIMULATE-3K
imitates time-dependent vibrations of the fuel assemblies in x- and
y-directions, using the assembly vibration model by modifying the
water gap-widths between any two assemblies, based on the input
characteristics and patterns of vibrations. This function is supported
by in-house MATLAB-based supplementary scripts, which allow the
user to impose dynamic water-gap widths, corresponding to differ-
ent vibrational conditions in terms of choice of vibrating assemblies,
vibration amplitude, phase and frequency and patterns such as syn-
chronized or unsynchronized vibrations. Further options include choice
of oscillation type such as random, step-wise, sinus patterns and pre-
defined functions representative of the three vibration modes of the fuel
assemblies (Verma et al., 2021). This is done by creating an input vector
of the axial shape by assigning factored coefficients between zero and
one to each axial node. The fuel assembly displaces each of the axial
nodes by a width that is calculated using the coefficients and the water-
gap widths at every time-step, thereby, simulating the vibration of the
fuel assembly in a given axial pattern. With the help of the support file,
SIMULATE-3K performs transient full core calculations to obtain three-
dimensional, time-dependent, two-group fluxes and associated neutron
noise.

The simulated perturbations comprise of neutron noise signals cor-
responding to various scenarios, which are calculated for a Swiss
pre-KONVOI PWR (Pohlus J and Girardin, 2018). It is a 3-loop reactor
containing 177 fuel assemblies and a set of 36 in-core and 8 ex-core
detectors, as shown in Fig. 3, that supply the noise signals used for
training, testing and validating the machine learning architectures. The
in-core detectors are located in 6 axial and 6 radial locations, while
the ex-core detectors are located in 4 radial and 2 axial locations. As
the core instrumentation in such a PWR is limited, and fewer than the
possible locations of the perturbations, machine learning techniques are
required and explored over conventional signal unfolding techniques.

In this case, every noise scenario is simulated for core conditions of
middle-of-cycle 39 (MOC39) and beginning-of-cycle 40 (BOC40). These
conditions relate to the amount of fuel burned in the reactor. The first
dataset for MOC39 contains 537 simulated perturbation scenarios, while
the second dataset for BOC40 contains 358 perturbation scenarios. Each
simulation scenario has a duration of 100 sec and a time-step of 0.01
sec, and includes signals corresponding to detector responses of both
in-core and ex-core detectors. A time step of 0.01 s is a standard time
step that captures the details of the dynamics of the coupling between
neutronics and thermal hydraulics for the neutron noise case, since it
is not a very fast transient. The choice of the duration (100 sec) on the
other hand, ensures the convergence of the static solution and also to
minimizes the statistical error of the results of processing the signal in
the time and frequency domains. The specific scenarios considered are
outlined on Table 1.

In case of scenarios S1-S3, each of the 177 fuel assemblies in the
core is vibrated individually, thereby resulting in 177 subscenarios for
each case. Simulations are performed at a nominal frequency of 1.2 Hz
for S1 & S2 and of 5 Hz for S3, for a 1 mm displacement amplitude
in the x-direction. Temperature fluctuations are at +1 °C for S4, while
flow fluctuations are at +1% for S5. The central 5 x 5 FA in scenarios
S6-S9 vibrates at 1.2 Hz in the x-direction, with a 1 mm displacement
amplitude. The co-occurring thermal-hydraulic fluctuations are +1 °C
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Table 1
Simulated perturbations for MOC39 and BOC40.
Scenario Description MOC39 BOC40
S1 Single FA vibrating in cantilevered mode yes yes
S2 Single FA vibrating in C-shaped mode yes yes
S3 Single FA vibrating in S-shaped mode yes no
S4 Random fluctuations in inlet temperature yes yes
S5 Random fluctuations in inlet flow yes yes
6 Simplistic lateral vibration of a central 5 x 5 FA cluster es e
& random thermal-hydraulic fluctuations ¥ y
Cantilevered vibration of a central 5 x 5 FA cluster
S7 . . yes yes
& random thermal-hydraulic fluctuations
S8 C-shaped vibration of a central 5 x 5 FA cluster es o
& random thermal-hydraulic fluctuations Y
S-shaped vibration of a central 5 X 5 FA cluster
S9 . . yes no
& random thermal-hydraulic fluctuations
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Fig. 4. Visualization of recorded sensor signals for different perturbations (a). Vibration of one FA in cantilevered mode (b). Vibration of one FA in S-shaped mode (c). Random
fluctuation in inlet temperature (d). Random fluctuation in inlet flow (e). Simplistic lateral vibration of central 5 x 5 FA & thermal-hydraulic fluctuations.

in temperature and +2% in flow and they are introduced synchronously
in the three loops.

The simulated perturbations are further processed for evaluation by
the machine learning models. A sliding window method is applied for
data augmentation on both datasets, with a step of 1 sec and an overlap
rate of 50%, which yields 31,524 training samples, 32,043 validation
samples and 32,043 test samples for MOC39 (the respective sizes for
BOC40 are 20,982-21,326 and 21,326 respectively). Finally, Fig. 4
displays sensor recording examples for some perturbations.

4. CNN & RNN networks for perturbation identification and local-
ization based on temporal signals

In order to both identify and localize perturbations given temporal
signals recorded by in-core and ex-core neutron detectors combinations
of CNN & RNN networks have been developed. Initially, a recurrent
neural network is applied to extract representative features by exploit-
ing the temporal dependencies between samples; the extracted features
are then refined by a convolutional neural network which aims to
learn the spatial dependency between the detectors in the core to assist
localization and are finally fed into a fully connected neural network
to make regression and softmax classification and source localization.
The overall approach is depicted in Fig. 5.

4.1. Long Short-Term Memory units
RNNs can capture temporal dependencies between a sequence of

data for a variety of tasks (e.g., sequence classification, temporal series
forecasting, etc.) (Goodfellow et al., 2016). In the context of the current

work, RNNs are exploited to model the temporal dependencies be-
tween the (temporal) input signals. Traditional RNNs suffer from both
gradient vanishing and gradient explosion (Goodfellow et al., 2016),
which limit their efficiency, especially when processing long sequential
data. Currently, the most popular way to overcome the aforementioned
limitation is to adopt a new architecture incorporating LSTM units,
which are a special type of a recurrent network and are also used in
this work (Sherstinsky, 2020).

As illustrated in Fig. 5, a number of distinct LSTM units are included
in the proposed model. There are a series of arithmetic operations
associated with each of them, summarized in the following set of
Equations

iy =o(Wyx; + Wyihi_y + Weieoy + b))
fi = o(Wyrx, + thh,_l + W + bf)
¢ = fiey +itanh(Wo x, + Wy hy_y +b.)

0 = 0(WyoX; + Wiohi_y + Weoe_y +b,)

>

, = o, tanh(c,)

where x,, o, and h, represent LSTM input, output and state associated
with the data sample at time instance ¢, ¢, is the LSTM cell value
representing encoded historical information obtained from previous
data samples before ¢, i, is the activation vector of the input/update
gate, f, is the activation vector of the forget gate, o(-) and tanh(-)
represent sigmoid and hyperbolic tangent functions, respectively. Other
parameters represent weights and biases.

The LSTM-based model encodes the input sequence into a series
of feature vectors, which incorporate the temporal dependency infor-
mation between consecutive time instances in this sequence. These



A. Papaoikonomou et al.

In-core and ex-
core detectors

Annals of Nuclear Energy 178 (2022) 109373

2000 10000 12000

12 A s ETIOMNEBMIE

LSTM Unit LSTM Unit

s
—
¢

A

N ID CNN rd
features

Abnormal
classification head

Abnormal
detection head

Fig. 5. CNN/RNN-based approach for perturbation identification and localization.

extracted feature vectors are then fed into the convolutional neural
network for further processing.

4.2. One dimensional convolutional neural network

The output of the previous stage is subsequently fed into a 1D-CNN
for further refinement. The 1D-CNN used in our work contains multiple
one dimensional convolutional layers, with each of them performing
Eq. (1) below
Of =/ u/ I, +b) M

LJ
where OF represents the kth output corresponding to the time instance
t, I represents the jth input at 7, w;’ and b represent the convolutional
kernel weight and bias respectively and f(-) represents an activation
function (e.g., rectified linear unit, sigmoid, softmax, etc.).

The output of the 1D-CNN is fed into a feed-forward network with
two heads for perturbation identification and localization, respectively.
Network training is performed using the stochastic gradient descend
algorithm, which minimizes the class-weighted loss function of Eq. (2)

M c
L= —ﬁ Z:,cf{% Z‘f[y{ log()) + (1 = yD log(1 = §D1 = A1y, = 31} (2)
i= j=

where C and M are the class number and total temporal sample
number, respectively, y{ and yﬁ represent the class and localization for
the ith sample and ¢; represents the class weight associated with the
ith sample, which is inversely proportional to the number of samples
in the class.

4.3. Experimental results

The proposed architecture is evaluated on the datasets and scenarios
outlined in Section 3. As it is common in supervised learning tasks, the
networks are trained on the training dataset, hyper-parameter values
are determined by the validation dataset and finally tested and results
are reported on the test set. Table 2 summarizes the performance of

perturbation classification (in terms of classification accuracy for distin-
guishing between different perturbation scenarios) and localization (in
terms of the root mean square error - RMSE) by different architectures
on the test sets. The gated recurrent units (GRUs) (Cho et al., 2014) are
an extension of LSTMs that add a forget gate, but overall have fewer
parameters, since they lack an output gate. Multiple evaluation trials
have been made and the mean of the respective metrics, accuracy and
RMSE, are calculated. Accuracy is used for measuring the performance
of perturbation identification and is defined as the fraction of the cor-
rectly identified perturbations over all identified perturbations. RMSE,
on the other hand, is used for those perturbations where localization
is also important (e.g. single vibrating FA) and is defined according
to Eq. (3)

3

where M is the total number of training instances, y; is the predicted
location of the ith perturbation and d; is the actual location of ith
perturbation. Therefore, a 99% classification accuracy designates that
the system is able to classify correctly 99% of the perturbation types.
In case of perturbation localization, a RMSE of 1 means that the
predicted location of the vibrating FA is, on average, one FA away
from the actual location (Fig. 8). In total, the results demonstrate that,
compared to other models, the combined CNN/RNN based approaches
always achieve the most accurate performance for classification with
the smallest RMSE for localization, on both datasets.

In order to evaluate the robustness of each system, white noise has
been introduced to the simulated perturbation signals (Fig. 6). Table 3
summarizes the performance of the perturbation classification (in terms
of accuracy) and localization (in terms of RMSE) under added white
noise, for the same models examined on Table 2.

From Tables 2-3, we can see that the CNN-RNN framework can
always achieve the best performance for perturbation classification and
localization, either under the presence or the absence of white noise in
detector signals. Nevertheless, we observe that the added white noise
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Fig. 6. The original signal (left) and the signal after adding noise (right).

Table 2
Classification accuracy and localization RMSE obtained by different methodologies on
the MOC39 & BOC40 test datasets (Section 3).

Models BOC40 MOC39
Accuracy RMSE Accuracy RMSE
LSTM 93.72% %+ 0.19% 2.39+0.04 85.68% + 1.70% 1.92+0.17
GRU 98.45% + 0.23% 1.76 £ 0.13 98.09% +0.27% 1.49+0.13
CNN 99.90% + 0.10% 0.92 +£0.07 99.38% +0.12% 0.86 +0.09
CNN + LSTM 99.90% =+ 0.10% 0.39 +0.05 99.59% +0.17% 0.45 +£0.04
CNN + GRU 99.90% =+ 0.10% 0.47 +0.05 99.46% + 0.14% 0.44 +0.03
Table 3

Classification accuracy and localization RMSEs obtained by different methodologies on
the MOC39 & BOC40 test datasets (Section 3) with added white noise.

Models BOC40 MOC39
Accuracy RMSE Accuracy RMSE
LSTM 86.04% +0.31% 3.51+0.06 89.38% + 1.61% 378 £0.11
GRU 85.60% + 0.48% 3.66 +0.08 89.08% + 0.64% 3.92+0.10
CNN 84.56% + 0.55% 4.09 £0.05 90.75% + 0.27% 4.23 +0.08
CNN + LSTM 88.59% +0.37% 3.24 +0.06 93.12% +0.17% 3.02+0.04
CNN + GRU 88.30% + 0.25% 3.22+0.04 92.96% + 0.22% 3.24 +0.06
Table 4

Classification accuracy obtained for different loss functions on the MOC39 test dataset
(Section 3).

Scenario Loss without class weight Loss with class weight
S1 99.88% + 0.04% 99.92% + 0.02%
S2 99.97% + 0.01% 99.96% +0.01%
S3 53.32% +9.18% 58.80% + 7.38%
S4 99.71% + 0.57% 99.58% + 0.65%
S5 38.86% + 19.10% 95.62% + 1.48%
S6 80.04% + 27.76% 95.05% +2.21%
S7 16.90% + 16.89% 92.82% + 4.34%
S8 99.99% + 0% 99.99% + 0%
S9 55.61% +9.34% 54.03% +7.90%
Overall 99.38% + 0.12% 99.73% + 0.02%

affects the BOC40 dataset to a greater extend, compared to the MOC39
dataset. This difference in performance is attributed to the fact that the
BOC40 training sample size is smaller (~66% of the training sample size
of MOC39, according to Section 3) and therefore the models are not
as robust to noise, when trained on this dataset. Next, we evaluate the
classification performance of the CNN/RNN models under different loss
functions, which include: (i) a class weighted loss function as in Eq. (1)
and (ii) a loss function without class weight (¢; term in Eq. (2)).

The results of this experiment on the MOC39 test dataset are sum-
marized on Table 4. It can be seen that the weighted loss outperforms
the non-weighted one for classifying the majority types of perturba-
tions. The overall classification accuracy (both mean and standard
deviation) is improved by adopting the weighted loss. Moreover, the
classification accuracy is drastically improved for classes with few data
samples (such as S5 and S7).

5. Perturbation localization based on one and two dimensional
convolutions and self-supervised domain adaptation

The second approach considered in this work is to directly encode
time-domain detector signals using one and two dimensional CNNs
for perturbation localization. The introduction of 2D CNNs acts as
a “bridge” between previous implementations (Durrant et al., 2021)
using 3D CNNs and frequency analysis for localizing multiple perturba-
tions with the 2D CNN implementation and results being provided as a
point of reference for the evaluation of the localization performance.
The detail of the analysis is at the fuel assembly level; that is, we
are interested in identifying the radial location (or the vicinity) of a
single vibrating fuel assembly, therefore only the relevant scenarios
of Section 3 have been considered (single fuel assembly vibrating in
cantilevered, C-shaped or S-shaped mode, i.e. S1-S3). Prior to encoding
both simulated perturbations and plant measurement signals, they have
been checked for the existence of linear trend and have been detrended,
wherever trend was identified.

5.1. Using convolutions for perturbation localization

The detrended signals have been subsequently encoded using four
distinct convolutional architectures; the first three originating from the
literature, while the fourth has been developed in the context of the
current work. The first two have been developed in the framework of
vibration signal analysis of mechanical parts (Chen and Lee, 2021).

The first architecture encodes the one dimensional detector signal
using two dimensional convolutional operations. In order to achieve
this, the spectrogram of each signal is firstly computed, which is a 2D
structure. Then, four convolutional layers (Fig. 7(a)) are applied on the
spectrograms of varying filter size (4,8,16 and 32, respectively) and
kernel size (9 x 9 for the first two, 4 x 4 for the latter two), but with a
fixed stride (2 x 2). All encoded detector signals are provided as input
to a fully connected architecture comprised of two hidden layers (of
64 and 32 neurons, respectively and with the rectified linear unit as
the activation function). The output layer predicts the radial location
of the single vibrating fuel assembly and its neurons have the softmax
activation function.

The second one encodes each detector signal through the successive
application of four one dimensional convolutional filters of size 8, 16, 32
and 64, as depicted in Fig. 7(b). The kernel size is 30 and the stride is
set at 1. Then all encoded detector signals are provided as input to a
fully-connected feed-forward neural network that is comprised of two
hidden layers; the first one having 128 neurons and the second one 32.
All neurons of both layers have the rectified linear unit as the activation
function, while the output layer neurons (that predict the vibrating fuel
assembly) have the softmax activation function.

The third architecture to be considered has also been developed in
the framework of vibration signal analysis for fault diagnosis (Zhang
et al., 2017). It consists of five successive convolutional (of increasing
filter size — 16, 32 and 64) and pooling layers of fixed width (Fig. 7(c)).
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Convolutional 1
(f=4w=9x%x9)

Spectrogram of
Detector Signal
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Convolutional 4
(f=32,w=4x4)

Convolutional 3
(f=16,w =4x4)

Pooling 2

(w=2x2) Encoded Signal

(a) 2-D CNN architecture adapted from (Chen and Lee, 2021)

Detector Sienal Convolutional 1 Pooling 1 Convolutlonal 2 Pooling 2
erector vigna (f = 8,w = 30) (w = 4) f=16,w = 30) (w = 4)

Convolutional 3 Pooling 3 Convolutional 4 Poollng 4 .

(f = 32,w = 30) > (w = 4) | (f = 64,w = 30) > (w = 4) > Encoded Signal

(b) 1-D CNN architecture adapted from (Chen and Lee,2021)

Detector Sienal Convolutional 1 Pooling 1 Convolutional 2 Pooling 2 Convolutional 3
cector Signa | (f=16,w=064) > (w = 2) 7 (f =32,w=3) > (w = 2) (f = 64,w = 3)
Pooling 3 Convolutional 4 Pooling 4 Convolutional 4 Pooling 4 Encoded Sienal
(w=2) (f=64w=3) [ ] (=2 [ | (f=64w=3) [ | (w=2 [ neoceaen
(c) 1-D CNN architecture adapted from (Zhang et al., 2017)
Detector Sienal Convolutional 1 Pooling 1 Convolutional 2 Pooling 2 Convolutional 3
ctectorSlenal = (r — 16,w =64) [ | (w = 2) 7 (f=32,w=3) (w =2 (f = 64,w = 3)
Pooling 3 Convolutional 4 Pooling 4 Convolutional 4 Pooling 4 Encoded Sienal
(w=2) (f=64w=3) [ ] (=2 [ | F=64w=3) [ | (w=2 [ “reocaenm

(d) Custom 1-D CNN architecture

Fig. 7. Convolutional architectures for encoding detector signals.

The size of first convolutional kernel is 64, while the rest are of size 3.
After each convolutional layer and fully-connected layer, batch normal-
ization is used to improve system performance. The encoded signals
are then provided to a fully-connected feed-forward neural network
comprised of a single hidden layer of 100 neurons and an output layer
with sofmax activation functions that performs the prediction task.

Finally, the fourth architecture (Fig. 7(d)) is proposed in the frame-
work of the current work. It is a merge between the previous archi-
tectures (Figs. 7(b) and 7(c)), simplifying the (Fig. 7(c)) as it contains
one fewer convolutional and pooling layer, with all other elements
remaining the same.

All of the aforementioned architectures have been trained on sim-
ulated perturbations pertaining to a single fuel assembly vibrating in
cantilevered, C-shaped and S-shaped mode for both of the examined cy-
cles in Section 3 (MOC39 and BOC40). Each model has been trained for
150 epochs, with a batch size of 32, using the Adam optimizer (Kingma
and Ba, 2015). Since the systems’ output is the radial location of the
vibrating fuel assembly, the loss function used is the RMSE, which
quantifies the distance between the predicted fuel assembly and the
actually vibrating one. Table 5 summarizes the results of the examined
architectures for the studied perturbations during the two cycles.

From the table above, it can be seen that all of the considered archi-
tectures can identify the vicinity of the occurring single fuel assembly
perturbation for all scenarios on both datasets. More specifically, the
proposed custom 1D-CNN architecture outperforms the other 1D-CNN
approaches on the majority of the scenarios in both the MOC39 and the
BOC40 datasets while at the same time being on par with the 2D-CNN
approach on the MOC39 S2 dataset. Finally, Fig. 8 below visualizes an
example prediction for the S2 scenario on the MOC39 dataset.

5.2. Self-supervised domain adaptation

We have demonstrated in the previous sections the capability of
machine learning, specifically deep recurrent neural networks and 1-
dimensional convolutional neural networks to classify and localize
perturbations in the simulated setting. However, as identified in Dur-
rant et al. (2021) it is not applicable to simply make predictions
on real plant measurements with these networks trained on solely
synthetic data. Although the simulation tools used provided data that
is extremely accurate to the real-plant setting, there is inevitably some
differences that occur that make it difficult for our network to interpret,
this is referred to as domain shift (Luo et al., 2019). In practice,
neural networks will learn representations of the input signals that
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Table 5
Localization accuracy (in RMSE) for different single FA perturbations and test datasets.
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Dataset Scenario 2D-CNN (Chen and Lee, 2021) 1D-CNN (Chen and Lee, 2021) 1D-CNN (Zhang et al., 2017) Custom

MOC39 S1 1.81 £0.04 3.17+0.14 2.20+0.28 2,63 +0.45
MOC39 S2 1.75+£0.20 2.81+0.33 2.19+0.28 1.90 +£0.11
MOC39 S3 1.63 +£0.16 3.19+0.35 2.69 +0.34 228 +£0.41
BOC40 S1 2.15+0.38 3.35+0.11 3.30 +0.43 3.44 +0.27
BOC40 S2 2.02+0.46 3.10+0.18 251 +0.44 242 +0.46

Fig. 8. Radial cut of the reactor using simulated scenarios. The (single) vibrating FA
is located at K06 (shown in green), while the prediction is for L06 (shown in red).

only correspond to the data it is trained on (i.e. the simulated data),
when given a signal from a different distribution — for example our
real plant measurements — the network will produce a representation
that occupies a different region in the embedding space. Therefore, to
make accurate predictions in the real-plant setting we need to adapt our
network to align its representations to lie in the known space occupied
by the simulated signals.

To achieve this we employ the use of the self-supervised domain
adaptation (SSDA) (Sun et al., 2019) approach presented in Durrant
et al. (2021) in which we aim to align the representations of synthetic
and real domains without the need for human annotations, which are
near impossible to obtain for real measurements. Instead, we utilize
auxiliary tasks alongside our main task (perturbation classification) to
align the representations by optimizing common objectives between do-
mains. The auxiliary tasks are constructed from the data itself without
the need for human annotation, and are defined to specifically assist
the network to capture representations that are known to be common
between both domains, i.e. structural or meta-data. Essentially, we train
our network to predict identical outputs for the auxiliary tasks given
both a simulated and real sample which in tern constructs a mapping
from input to output which is largely identical for both domains. We
employ an auxiliary task where we randomly remove a portion of the
input signal across all detectors and task the network to predict the
missing portion of the signal.

The architectural design of the self-supervised domain adaptation
is depicted in Fig. 9, where the 1-dimensional CNN is given both a
simulated and real plant signal which has been augmented randomly
according to the auxiliary task setting aforementioned, its output is
then given to the auxiliary tasks and the simulated only given to the
main classification task. The loss function to simultaneously optimize

is then a weighted sum of all the tasks, this is given as follows,

LYy, Yauxs Iso Yaux) = Ack - Lee Vs P) + Aaux * LauxVauxs Paux) 4

where y and j represent the predicted and target value respectively,
L, refers to the auxiliary task, L denotes the main softmax cross
entropy classification task, Aqcg and A,,, are multiplicative weightings
of each task, and the subscripts s, aux denote the input and output for
the main classification task and auxiliary task. At inference time only
the main classification task is employed disregarding the auxiliary task
and the augmentations that are associated with it.

5.2.1. Experimental results

The self-supervised domain adaptation methodology has been
trained in a similar manner to that described in Section 5.1, although
with the 1-dimensional CNN network being pre-trained (initialized with
the parameters from training on only simulated data from Section 5.1)
and then fine-tuned via the self-supervised domain adaptation pro-
cedure. This fine-tuning allows full leverage of the simulated data,
to provide better downstream -classification performance. In order
for both datasets (real and simulated) to be in accordance, the real
measurements gathered from the 3-loop Swiss pre-KONVOI reactor
have been re-sampled and detector usage has been aligned to be the
same.

The aforementioned network has been trained on both simulated
perturbations and real plant measurements of the 3-loop Swiss pre-
KONVOI BOC40, using the Adam optimizer (Kingma and Ba, 2014) for
100 epochs and with a learning rate of 0.001. We select the weighting
factors empirically to be Az = 0.5 and A,,, = 0.5, equally balancing the
optimization between the classification task and the alignment of the
representations. In Fig. 10, we demonstrate how the network correctly
minimizes the error of both the classification and auxiliary task losses
during training, under both the simulated and real data. This promising
finding shows how our network is correctly able to learn the underlying
common features regardless of domain, giving us a good indication of
alignment of the learned representations.

The trained model has shown to produce aligned representations
through the method of SSDA, which results in a model that can be
employed on the plant measurements to make predictions to be used
as an indicator of possible perturbation located in the core. We provide
the predictions on the real plant measurements in Fig. 11, identifying
the fuel assembly vibration scenario being present at J5. Although not
fully validated given the lack of human annotations, these findings are
promising and further validation through traditional signal processing
means provides potential for future work.

6. Conclusion

We show in this work the capabilities of machine learning methods
to appropriately uncover temporal and spatial patterns enabling the
detection of reactor perturbation type, and origin location from time-
series neutron detector readings. We focus on training our neural
networks with large quantities of synthetic time-series signals produced
by the extended SIMULATE-3K codes, under a number of different
perturbation scenarios. Specifically, a 3-loop Swiss pre-KONVOI reactor
is modeled, which we use to validate our methodologies under the
simulated setting before making extensions to most applicably and
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(Main Task)

1-D CNN
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Detector Signal
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Fig. 9. Visual depiction of the self-supervised domain adaptation training procedure. Both the real and simulated signals are passed to the 1-D CNN feature extractor producing
a feature representation of each input. The representations from both domains are passed to the auxiliary task network to compute the auxiliary loss, while only the simulated
representation with corresponding target annotations are passed to the classification network.

loss (normalised)
)
o
S

0.00

—— total loss
localisation loss
forecast sim loss
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Fig. 10. Normalized train losses on the combined S1 and S2 data (BOC40).

Fig. 11. Prediction (indication) of possible vibrating FA provided from the 1D-CNN,
fine-tuned via the SSDA method on plant measurements from BOC40 (shown in red).

accurately make predictions on real plant measurements of the same

reactor architecture.

Furthermore, we employ the use of domain adaptation methods to
help mitigate the inevitable phenomena of domain shift between the
real and synthetic plant measurements. Specifically, our method aims
to align the embeddings learned by the network in a self-supervised
fashion given the absence of annotations (true perturbation type and
location) in the real-plant setting meaning supervised alignment and
training is not possible. Our self-supervised method achieves this align-
ment by learning common features present in both the synthetic and
real data through structural and non-semantic tasks that do not require
human annotations. We demonstrate promising results in both the
simulated pre-training, showing the capability of machine learning
methods to unfold reactor transfer functions given time-series neutron
detector readings. Additionally, we also provide promising results that
such methods pre-trained on simulated data can provide promising
predictions in the real plant setting through means like self-supervised
domain adaptation.

Fundamentally, our proposed methodologies demonstrate how ma-
chine learning systems could potentially help provide support to nu-
clear safety engineers and operators via early alerts and perturbation
characteristic retrieval. However, our work has certain limitations, such
as lack of real plant data and corresponding annotations, which is
something that will form our future work. We also plan to work on
retrieving additional perturbation characteristics and origin location in
real plant setting, and to experiment with additional auxiliary tasks
(e.g. removal and subsequent prediction of missing detector and its
signal) to improve alignment. Lastly, the interpretability of our AI
systems via uncertainty measurements (Bhatt et al., 2021), explainable
reasoning (Linardatos et al., 2021) and accountability (Naja et al.,
2021) are necessary components for the wide-spread approval and
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adoption by nuclear operators as well, providing solid foundations for
future work.
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